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CHAPTER 1

Local theory of curves

Elementary geometry gives a fairly accurate and well-established notion of what
is a straight line, whereas is somewhat vague about curves in general. Intuitively,
the difference between a straight line and a curve is that the former is, well, straight
while the latter is curved. But is it possible to measure how curved a curve is, that
is, how far it is from being straight? And what, exactly, is a curve? The main
goal of this chapter is to answer these questions. After comparing in the first two
sections advantages and disadvantages of several ways of giving a formal definition
of a curve, in the third section we shall show how Differential Calculus enables us
to accurately measure the curvature of a curve. For curves in space, we shall also
measure the torsion of a curve, that is, how far a curve is from being contained in
a plane, and we shall show how curvature and torsion completely describe a curve
in space.

1.1. How to define a curve

What is a curve (in a plane, in space, in R™)? Since we are in a mathematical
course, rather than in a course about military history of Prussian light cavalry, the
only acceptable answer to such a question is a precise definition, identifying exactly
the objects that deserve being called curves and those that do not. In order to get
there, we start by compiling a list of objects that we consider without a doubt to
be curves, and a list of objects that we consider without a doubt not to be curves;
then we try to extract properties possessed by the former objects and not by the
latter ones.

ExAMPLE 1.1. Obviously, we have to start from straight lines. A line in a plane
can be described in at least three different ways:

— as the graph of a first degree polynomial: y = mxz + q or x = my + ¢;
— as the vanishing locus of a first degree polynomial: ax + by + ¢ = 0;
— as the image of a map f: R — R? having the form f(t) = (at + 8, vt +96).

A word of caution: in the last two cases, the coefficients of the polynomial (or of
the map) are not uniquely determined by the line; different polynomials (or maps)
may well describe the same subset of the plane.

ExaMPLE 1.2. If I C R is an interval and f: I — R is a (at least) continuous
function, then its graph

I'y={(tf(t)|tel} cR?

surely corresponds to our intuitive idea of what a curve should be. Note that we
have

Ly={(v,y) e I xR |y~ f(z) =0},
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2 1. LOCAL THEORY OF CURVES

that is a graph can always be described as a vanishing locus too. Moreover, it also
is the image of the map o: I — R? given by o(t) = (t, f(t)).

REMARK 1.1. To be pedantic, the graph defined in last example is a graph
with respect to the first coordinate. A graph with respect to the second coordinate
is a set of the form {(f(t),t) | t e I}, and has the same right to be considered
a curve. Since we obtain one kind of graph from the other just by permuting the
coordinates (an operation which geometrically amounts to reflecting with respect
to a line), both kinds of graphs are equally suitable, and in what follows dealing
with graphs we shall often omit to specify the coordinate we are considering.

EXAMPLE 1.3. A circle (or circumference) with center (z9,%0) € R* and ra-
dius r > 0 is the curve having equation
(x —20)* + (y —y0)* =r* .
Note that it is not a graph with respect to either coordinate. However, it can be
represented as the image of the map o: R — R? given by

o(t) = (zo + rcost,yo + rsint) .

EXAMPLE 1.4. Open sets in the plane, closed disks and, more generally, subsets
of the plane with non-empty interior do not correspond to the intuitive idea of curve,
so they are to be excluded. The set [0,1] x [0,1] \ Q?, in spite of having an empty
interior, does not look like a curve either.

Let us see which clues we can gather from these examples. Confining ourselves
to graphs for defining curves is too restrictive, since it would exclude circles, which
we certainly want to consider as curves (however, note that circles locally are graphs;
we shall come back to this fact later).

The approach via vanishing loci of functions looks more promising. Indeed, all
the examples we have seen (lines, graphs, circles) can be described in this way; on
the other hand, an open set in the plane or the set [0,1] x [0,1] \ Q* cannot be the
vanishing locus of a continuous function (why?).

So we are led to consider sets of the form

C={(z,y) € Q| f(z,y) =0} C R
for suitable (at least) continuous functions f: & — R, where Q C R? is open.

We must however be careful. Sets of this kind are closed in the open set €2, and
this is just fine. But the other implication hold as well:

PROPOSITION 1.1. Let © C R"™ be an open set. Then a subset C C Q is
closed in Q if and only if there exists a continuous function f: Q — R such that

C={xeQl f(z)=0}=f10).
PROOF. It is enough to define f: 2 — R by setting
f(z) = d(z,C) = inf{||z —y[ |y € C},
where | - || is the usual Euclidean norm in R™. Indeed, f is obviously continuous,
and z € C if and only if f(z) =0 (why?). O

So, using continuous functions we get sets that clearly cannot be considered
curves. However, the problem could be caused by the fact that continuous functions
are too many and not regular enough; we might have to confine ourselves to smooth
functions.
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(Un)fortunately this precaution is not enough. Indeed, it is possible to prove
the following

THEOREM 1.1 (Whitney). Let Q@ C R"™ be an open set. Then a subset C' C Q is
closed in Q if and only if there exists a function f: Q — R of class C*° such that

C = f~1(0).

In other words, any closed subsets is the vanishing locus of a C'*° function, not
just of a continuous function, and the idea of defining the curves as vanishing loci
of arbitrary smooth functions has no chance of working.

Let’s take a step back and examine again Examples 1.1, 1.2, and 1.3. In all
those cases, it is possible to describe the set as the image of a mapping. This
corresponds, in a sense, to a dynamic vision of a curve, thought of as a locus
described by a continuously (or differentiably) moving point in a plane or in space
or, more in general, in R". With some provisos we shall give shortly, this idea turns
out to be the right one, and leads to the following definition.

DEFINITION 1.1. Given k € NU {oo} and n > 2, a parametrized curve of
class C* in R" is a map o: I — R"™ of class C*, where I C R is an interval. The
image o(I) is often called support (or trace) of the curve; the variable ¢ € I is the
parameter of the curve. If I = [a,b] and o(a) = o(b), we shall say that the curve is
closed.

REMARK 1.2. If I is not an open interval, and k > 1, saying that ¢ is of class C*
in I means that o can be extended to a C* function defined in an open interval
properly containing I. Moreover, if ¢ is closed of class C*, unless stated otherwise
we shall always assume that

o'(a) =o' (b), 0"(a) =a"(b), ..., o®(a) = (b) .

In particular, a closed curve of class C* can always be extended to a periodic
map 6: R — R" of class C*.

EXAMPLE 1.5. The graph of a map f: I — R™ ! of class C* is the image of
the parametrized curve o: I — R" given by o(t) = (¢, f(t)).

EXAMPLE 1.6. For vy, v; € R"™ with v; # O, the parametrized curve c: R — R"
given by o(t) = wvg + tv; has as its image the straight line through vy in the
direction vy.

EXAMPLE 1.7. The two parametrized curves o1, o2: R — R? given by
o1(t) = (zg + rcost,yo + rsint) and o2(t) = (xo + 7 cos 2t, yo + 7sin 2t)
both have as their image the circle having center (zg,yo) € R? and radius r > 0.
EXAMPLE 1.8. The parametrized curve o: R — R? given by
o(t) = (rcost,rsint,at) ,

with 7 > 0 and a € R, has as its image the circular helix having radius r e pitch a;
see Fig 1.(a). The image of the circular helix is contained in the right circular
cylinder having equation 22 + y? = r2. Moreover, for each ¢t € R the points o(t)
and o(t + 27) belong to the same line parallel to the cylinder’s axis, and have
distance 27|al.
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(a) (b) ()

FIGURE 1. (a) circular helix; (b) non-injective curve; (c) folium of Descartes

EXAMPLE 1.9. The curve o: R — R? given by o(t) = (¢, |t|) is a continuous
parametrized curve which is not of class C! (but see Exercise 1.11).

All the parametrized curves we have seen so far (with the exception of the circle;
we’ll come back to it shortly) provide a homeomorphism between their domain and
their image. But it is not always so:

EXAMPLE 1.10. The curve o: R — R? given by o(t) = (t* — 4t,t> —4) is a
non-injective parametrized curve; see Fig. 1.(b).

EXAMPLE 1.11. The curve o: (—1,400) — R? given by

[ 3t 3¢
O=\17p 155

is an injective parametrized curve, but it is not a homeomorphism with its image
(why?). The set obtained by taking the image of o, together with its reflection
across the line x = y, is the folium of Descartes; see Fig. 1.(c).

We may also recover some vanishing loci as parametrized curves. Not all of
them, by Whitney’s Theorem 1.1; but we shall be able to work with vanishing loci
of functions f having nonzero gradient V f, thanks to a classical Calculus theorem,
the implicit function theorem (you can find its proof, for instance, in [3, p. 148)]):

THEOREM 1.2 (Implicit function theorem). Let 2 be an open subset of R™ xR",
and F: Q — R™ a map of class C*, with k € N* U {cc}. Denote by (z,y) the
coordinates in R™™, where x € R™ and y € R™. Let py = (20,%0) € Q be such
that

OF;
F(po) =0 and det ( (po)) #£0.
dy; ij=1,...,n
Then there exist a neighborhood U C R™™ of py, a neighborhood V.C R™ of x
and a map g: V. — R™ of class C* such that UN{p € Q | F(p) = O} precisely
consists of the points of the form (ac,g(x)) with x € V.

=1,...,

Using this we may prove that the vanishing locus of a function having nonzero
gradient is (at least locally) a graph:
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PROPOSITION 1.2. Let Q C R? be an open set, and f: Q — R a function of
class C%, with k € N* U {oo}. Choose py € Q such that f(po) = 0 but Vf(po) # O.
Then there exists a neighborhood U of py such that UN{p € Q| f(p) = 0} is the
graph of a function of class C*.

PROOF. Since the gradient of f in py = (x0,yo) is not zero, one of the partial
derivatives of f is different from zero in p; up to permuting the coordinates we can
assume that 0f/0y(py) # 0. Then the implicit function Theorem 1.2 tells us that
there exist a neighborhood U of pg, an open interval I C R including x(, and a
function g: I — R of class C* such that U N {f = 0} is exactly the graph of g. O

REMARK 1.3. If 9f/0z(p) # 0 then in a neighborhood of p the vanishing locus
of f is a graph with respect to the second coordinate.

In other words, the vanishing locus of a function f of class C!, being locally
a graph, is locally the support of a parametrized curve near the points where the
gradient of f is nonzero.

EXAMPLE 1.12. The gradient of the function f(z,y) = (x—x¢)?+(y—yo)?—7r? is
zero only in (xg, yo), which does not belong to the vanishing locus of f. Accordingly,
each point of the circle with center (z¢,yo) and radius » > 0 has a neighborhood
which is a graph with respect to one of the coordinates.

REMARK 1.4. Actually, it can be proved that a subset of R? which is locally a
graph always is the support of a parametrized curve.

However, the definition of a parametrized curve is not yet completely satisfying.
The problem is that it may well happen that two parametrized curves that are
different as maps describe what seems to be the same geometric set. An example
is given by the two parametrized curves given in Example 1.7, both having as
their image a circle; the only difference between them is the speed with which
they describe the circle. Another, even clearer example (one you have undoubtedly
stumbled upon in previous courses) is the straight line: as recalled in Example 1.1,
the same line can be described as the image of infinitely many distinct parametrized
curves, just differing in speed and starting point.

On the other hand, considering just the image of a parametrized curve is not
correct either. Two different parametrized curves might well describe the same
support in geometrically different ways: for instance, one could be injective whereas
the other comes back more than once on sections already described before going
on. Or, more simply, two different parametrized curves might describe the same
image a different number of times, as is the case when restricting the curves in
Example 1.7 to intervals of the form [0, 2kx].

These considerations suggest to introduce an equivalence relation on the class of
parametrized curves, such that two equivalent parametrized curves really describe
the same geometric object. The idea of only allowing changes in speed and starting
point, but not changes in direction or retracing our steps, is formalized using the
notion of diffeomorphism.

DEFINITION 1.2. A diffeomorphism of class C* (with k € N* U {oo}) between
two open sets €, Q; C R" is a homeomorphism h: Q — € such that both A and
its inverse h~! are of class C*.



6 1. LOCAL THEORY OF CURVES

More generally, a diffeomorphism of class C* between two sets A, A; C R"
is the restriction of a diffeomorphism of class C* of a neighborhood of A with a
neighborhood of A; and sending A onto Aj.

ExaMPLE 1.13. For instance, h(x) = 2z is a diffeomorphism of class C™ of R
with itself, whereas g(x) = 23, even though it is a homeomorphism of R with itself, is
not a diffeomorphism, not even of class C'!, since the inverse function g~ (z) = 2'/3
is not of class C*.

DEFINITION 1.3. Two parametrized curves o: I — R"™ and 6: I — R™ of
class C* are equivalent if there exists a diffeomorphism h: I — I of class C* such
that ¢ = o o h; we shall also say that & is a reparametrization of o, and that h is a
parameter change.

In other words, two equivalent curves only differ in the speed they are traced,
while they have the same image, they curve (as we shall see) in the same way, and
more generally they have the same geometric properties. So we have finally reached
the official definition of what a curve is:

DEFINITION 1.4. A curve of class C* in R™ is an equivalence class of pa-
rametrized curves of class C* in R". Each element of the equivalence class is
a parametrization of the curve. The support of a curve is the support of any
parametrization of the curve. A plane curve is a curve in R?.

REMARK 1.5. We shall almost always use the phrase “let o: I — R" be a curve”
to say that o is a particular parametrization of the curve under consideration.

Some curves have a parametrization keeping an especially strong connection
with its image, and so they deserve a special name.

DEFINITION 1.5. A Jordan (or simple) arc of class C* in R™ is a curve admitting
a parametrization o: I — R™ that is a homeomorphism with its image, where I C R
is an interval. In this case, o is said to be a global parametrization of C'. If I is an
open (closed) interval, we shall sometimes say that C' is an open (closed) Jordan
arc.

DEFINITION 1.6. A Jordan curve of class C* in R™ is a closed curve C admitting
a parametrization o: [a,b] — R" of class C*¥, injective both on [a,b) and on (a, b].
In particular, the image of C is homeomorphic to a circle (why?). The periodic
extension & of o mentioned in Remark 1.2 is a periodic parametrization of C.
Jordan curves are also called simple curves (mostly when n > 2).

EXAMPLE 1.14. Graphs (Example 1.2), lines (Example 1.6) and circular he-
lices (Example 1.8) are Jordan arcs; the circle (Example 1.3) is a Jordan curve.

EXAMPLE 1.15. The ellipse E C R? with semiazes a, b > 0 is the vanishing
locus of the function f: R* — R given by f(z,y) = (x/a)? + (y/b)? — 1, that is,

22 y?
CHL-1)

E:{(x,y)€R2 =i

A periodic parametrization of E of class C*° is the map o: R — R? given by
o(t) = (acost,bsint).
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EXAMPLE 1.16. The hyperbola I C R? with semiazes a, b > 0 is the vanishing
locus of the function f: R* — R given by f(z,y) = (x/a)?> — (y/b)? — 1, that is,

2 2
x_y:@.
a2 b2

A global parametrization of the component of I contained in the right half-plane is
the map o: R — R? given by o(t) = (acosht,bsinht).

In the Definition 1.3 of equivalence of parametrized curves we allowed the di-
rection in which the curve is described to be reversed; in other words, we also
admitted diffeomorphisms with negative derivative everywhere. As you will see, in
some situations it will be important to be able to distinguish the direction in which
the curve is traced; so we introduce a slightly finer equivalence relation.

DEFINITION 1.7. Two parametrized curves o: I — R"™ and 6: I — R™ of
class C* are equivalent with the same orientation if there exists a parameter change
h: I — I from & to o with positive derivative everywhere; they are equivalent with
opposite orientation if there exists a parameter change h: I > 1 fromaé too
with negative derivative everywhere (note that the derivative of a diffeomorphism
between intervals cannot be zero in any point, so it is either positive everywhere or
negative everywhere). An oriented curve is then an equivalent class of parametrized
curves with the same orientation.

ExXAMPLE 1.17. If o: I — R" is a parametrized curve, then the parametrized
curve 0~ : — I — R" given by 07 (t) = o(—t), where —1 = {t e R | —t € T}, is
equivalent to ¢ but with the opposite orientation.

In general, working with equivalence classes is always a bit tricky; you have
to choose a representative element and to check that all obtained results do not
depend on that particular representative element. Nevertheless, there is a large
class of curves, the reqular curves, for which it is possible to choose in a canonical
way a parametrization that represents the geometry of the curve particularly well:
the arc length parametrization. The existence of this canonical parametrization
permits an effective study of the geometry (and, in particular, of the differential
geometry) of curves, confirming a posteriori that this is the right definition.

In the next section we shall introduce this special parametrization.

1.2. Arc length

This is a course about differential geometry; so our basic idea is to study geo-
metric properties of curves (and surfaces) by using techniques borrowed from Math-
ematical Analysis, and in particular from Differential Calculus. Accordingly,we
shall always work with curves of class at least C!, in order to be able to compute
derivatives.

The derivative of a parametrization of a curve tells us the speed at which we
are describing the image of the curve. The class of curves for which the speed is
nowhere zero (so we always know the direction we are going) is, as we shall see, the
right class for differential geometry.

DEFINITION 1.8. Let o: I — R" be a parametrized curve of class (at least) C*.
The vector o’(t) is the tangent vector to the curve at the point o(t). If tg € I is
such that o’(t9) # O, then the line through o(t¢) and parallel to o’ (o) is the affine
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FIGURE 2. A non-regular curve

tangent line to the curve at the point o(tg). Finally, if o/(t) # O for all t € I we
shall say that o is reqular.

REMARK 1.6. The notion of a tangent vector depends on the parametrization
we have chosen, while the affine tangent line (if any) and the fact of being regular
are properties of the curve. Indeed, let o: I — R™ and 6: I — R" be two equivalent
parametrized curves of class C', and h: I — I the parameter change. Then, by
computing ¢ = ¢ o h, we find

(1) &(t) = W' (t) o (h(t)) .

Since h' is never zero, we see that the length of the tangent vector depends on our
particular parametrization, but its direction does not; so the affine tangent line
in 5(t) = o(h(t)) determined by & is the same as that determined by o. Moreover,
¢’ is never zero if and only if ¢’ is never zero; so, being regular is a property of the
curve, rather than of a particular representative.

ExaMmpPLE 1.18. Graphs, lines, circles, circular helices, and the curves in Ex-
amples 1.10 and 1.11 are regular curves.

EXAMPLE 1.19. The curve o: R — R? given by o(t) = (t2,1) is a non-regular
curve whose image cannot be the image of a regular curve; see Fig 2 and Exer-
cises 1.4 and 1.10.

As anticipated in the previous section, what makes the theory of curves espe-
cially simple to deal with is that every regular curve has a canonical parametrization
(unique up to its starting point; see Theorem 1.4), strongly related to the geometri-
cal properties common to all parametrizations of the curve. In particular, to study
the geometry of a regular curve, we often may confine ourselves to working with
the canonical parametrization.

This canonical parametrization basically consists in using as our parameter the
length of the curve. So let us start by defining what we mean by length of a curve.

DEFINITION 1.9. Let I = [a,b] be an interval. A partition P of I is a (k+ 1)-
tuple (to,...,tx) € [a,b]** with a =ty < t; < --- <t = b. If P is partition of I,
we set

1Pl = nax Itj —tjl.



1.2. ARC LENGTH 9

DEFINITION 1.10. Given a parametrized curve o: [a,b] — R™ and a partition P
of [a, ], denote by

k
L(e,P) =} _llo(t;) = olt;-)|
j=1
the length of the polygonal closed curve having vertices o(tg),...,o(tx). We shall

say that o is rectifiable if the limit

L(o) = H7£1HH—1>0 L(o,P)

exists and is finite. This limit is the length of o.

THEOREM 1.3. Every parametrized curve o: [a,b] — R™ of class C* is rectifi-
able, and we have

b
Lo) = [ o'l

PROOF. Since o is of class C!, the integral is finite. So we have to prove that,
for each & > 0 there exists a § > 0 such that if P is a partition of [a, b] with ||P| < §
then

(2) <e.

b
[ 1o @ldt - Lio,P)

We begin by remarking that, for each partition P = (fo,...,¢x) of [a,b] and for

each j=1,... k, we have
tj
lotty) ~ o0l = | [ (o)
ti—1

t;
< / o ()] dt ;

tji—1

so summing over j we find

b
3) L(o,P) < / o (®)] dt .

independently of the partition P.
Now, fix € > 0; then the uniform continuity of ¢’ over the compact interval [a, b]
provides us with a § > 0 such that

€
b—a

for all s, t € [a,b]. Let P = (to,...,t;) be a partition of [a,b] with ||P| < §. For
all j=1,...,k and s € [t;_1,t;] we have

(4) [t —s| <= |lo’(t) —o'(s)]| <

o(t;) —o(tj—1) = /J o' (s) dt—i—//j (o'(t) —o'(s)) dt

tj71 tj—l

= (tj—tj_1)0'/(3)+/j (0’(7,‘)—0’(3)) dt .

tj—1
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Hence,

v

|o(t;) —o(tj-1)ll

(t; — ti)llo ()] / lo'(t) — o' (s)]| at

(t; = tj-1)llo" () = 5= a(tj —tj-1),

v

where the last step follows from the fact that s, t € [t;_1,t;] implies |t — s| < 4, so
we may apply (4). Dividing by t; — t;_1 we get
€

||0'( ) (] 1)” >|| /( )H_i

tj —tj—1 b—a’

then integrating with respect to s over [t;_1,¢;] it follows that

lo(t) = ot = [ o'l ds = 2t = 1)

tj71

Summing over j = 1,...,k we get

b
L(o,P) > / o (s)]|ds — e .

which taken together with (3) gives (2). O

COROLLARY 1.1. Length is a geometric property of C' curves, and it does not
depend on a particular parametrization. In other words, any two equivalent param-
etrized curves of class C* (defined on a compact interval) have the same length.

PROOF. Let o: [a,b] — R"™ and &: [EL,B] — R" be equivalent parametrized
curves, and h: [a,b] — [a,b] the parameter change. Then (1) implies

/|| )l di = /Ha DI I(8)] dt = /Ho )l dr = L(o)

thanks to the classical theorem about change of variables in integrals. ]

REMARK 1.7. Note that the length of a curve does not depend only on its sup-
port, since a non-injective parametrization may describe some arc more than once.
For instance, the two curves in Example 1.7, restricted to [0, 27], have different
lengths even though they have the same image.

The time has come for us to define the announced canonical parametrization:

DEFINITION 1.11. Let 0: I — R" be a curve of class C* (with k > 1). Having
fixed tg € I, the arc length of o (measured starting from t() is the function s: I — R

of class C* given by
t
~ [le'@ar
to

We shall say that o is parametrized by arc length if ||o’|| = 1. In other words, o is
parametrized by arc length if and only if its arc length is equal to the parameter ¢
up to a translation, that is s(t) =t — ¢o.

A curve parametrized by arc length is clearly regular. The fundamental result
is that the converse implication is true too:
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THEOREM 1.4. FEvery regular oriented curve admits a unique (up to a transla-
tion in the parameter) parametrization by arc length. More precisely, leto: I — R"
be a regular parametrized curve of class C*. Having fized to € I, denote by s: I — R
the arc length of o measured starting from to. Then ¢ = oo s~! is (up to a trans-
lation in the parameter) the unique regular C* curve parametrized by arc length
equivalent to o and having the same orientation.

PRrOOF. First of all, ' = ||o’|| is positive everywhere, so s: I — s(I) is a
monotonically increasing functlon of class C* havmg inverse of class C* between
the intervals I and I = s(I). So & = cos~!': I — R™ is a parametrized curve
equivalent to o and having the same orientation. Furthermore,

#(t) = 2O
lo" (s~ @)l
so ||6’]| = 1, as required.

To prove uniqueness, let o7 be another parametrized curve satisfying the hy-
potheses. Being equivalent to o (and so to &) with the same orientation, there exists
a parameter change h with positive derivative everywhere such that o1 = & o h.
As both & and o, are parametrized by arc length, (1) implies |A'| = 1; but A’ > 0
everywhere, so necessarily h’ = 1. This means that h(t) = t + ¢ for some ¢ € R,
and thus o7 is obtained from & by translating the parameter. O

So, every regular curve admits an essentially unique parametrization by arc
length. In some textbooks this parametrization is called the natural parametriza-
tion.

REMARK 1.8. In what follows, we shall always use the letter s to denote the
arc-length parameter, and the letter ¢ to denote an arbitrary parameter. Moreover,
the derivatives with respect to the arc-length parameter will be denoted by a dot
(), while the derivatives with respect to an arbitrary parameter by a prime (’). For
instance, we shall write & for do/ds, and ¢’ for do/dt. The relation between & and
o’ easily follows from the chain rule:

6 o'(1) = T (1) = S (6) T (0 = I/ )] 5 (5(0)
Analogously we have
1

O Ereerey R

where in last formula the letter s denotes both the parameter and the arc length
function. As you will see, using the same letter to represent both concepts will not
cause, once you get used to it, any confusion.

EXAMPLE 1.20. Let 0: R — R” be a line parametrized as in Example 1.6.
Then the arc length of o starting from 0 is s(t) = ||v1]|t, and thus s71(s) = s/||v1||.
In particular, a parametrization of the line by arc length is 6(s) = vy + sv1/||v1]|-

EXAMPLE 1.21. Let o: [0,27] — R? be the parametrization of the circle with
center (xo,y0) € R? and radius r > 0 given by o(t) = (¢ + 7 cost,yo + rsint).
Then the arc length of o starting from 0 is s(t) = rt, so s~(s) = s/r. In par-
ticular, a parametrization &: [0,277] — R? by arc length of the circle is given by
5(s) = (zo 4+ rcos(s/r),yo + rsin(s/r)).
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EXAMPLE 1.22. The circular helix o: R — R® with radius » > 0 and pitch
a € R* described in Example 1.8 has ||¢’|| = V72 + a?. So an arc length param-
etrization is

5(s) < s . s as >
(s) = [ rcos rsin )
2+ a2 V2t a2 VrZ+ a2

ExaMPLE 1.23. The catenary is the graph of the hyperbolic cosine function;
so a parametrization is the curve o: R — R? given by o(t) = (¢, cosht). It is one of
the few curves for which we can explicitly compute the arc length parametrization
using elementary functions. Indeed, ¢’(t) = (1,sinht); so

t t
s(t) = / V14 sinh? 7 dr = / cosh7dr = sinht
0 0

and
s7!(s) = arcsinh s = log(s + /1 +s2) .

Now, cosh (log(s +v1+ 82)) = /1 + 52, and thus the parametrization of the cate-
nary by arc length is

a(s) = (log(s+ V1 + 52), V1 +52) .

EXAMPLE 1.24. Let E be an ellipse having semiaxes a, b > 0, parametrized as
in Example 1.15, and assume b > a. Then

t t a2
s(t) =/ Va2sin? r + b2 COSQTdT:b/ 1-— (1— b2) sin? 7 dr
0 0

is an elliptic integral of the second kind, whose inverse is expressed using Jacobi
elliptic functions. So, to compute the arc-length parametrization of the ellipse we
have to resort to non-elementary functions.

REMARK 1.9. Theorem 1.4 says that every regular curve can be parametrized
by arc length, at least in principle. In practice, finding the parametrization by arc
length of a particular curve might well be impossible: as we have seen in the previous
examples, in order to do so it is necessary to compute the inverse of a function given
by an integral. For this reason, from now on we shall use the parametrization by
arc length to introduce the geometric quantities (like curvature, for instance) we are
interested in, but we shall always explain how to compute those quantities starting
from an arbitrary parametrization too.

1.3. Curvature and torsion

In a sense, a straight line is a curve that never changes direction. More precisely,
the image of a regular curve is contained in a line if and only if the direction of its
tangent vector ¢’ is constant (see Exercise 1.22). As a result, it is reasonable to
suppose that the variation of the direction of the tangent vector could tell us how
far a curve is from being a straight line. To get an effective way of measuring this
variation (and so the curve’s curvature), we shall use the tangent versor.

DEFINITION 1.12. Let 0: I — R" be a regular curve of class C*. The tangent
versor (also called unit tangent vector) to o is the map ¢: I — R™ of class C*~!
given by

o,l

f= 7.
fo'l
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we shall also say that the versor () is tangent to the curve o at the point o ().

REMARK 1.10. Equation (1) implies that the tangent vector only depends on
the oriented curve, and not on a particular parametrization we might have chosen.
In particular, if the curve o is parametrized by arc length, then

P do
==
On the other hand, the tangent versor does depend on the orientation of the curve.
If £~ is the tangent versor to the curve (introduced in Example 1.17) ¢~ having
opposite orientation, then
£ (t) = ~t(~1)

that is the tangent versor changes sign when the orientation is reversed.

The variations in the direction of the tangent vector can be measured by the
variation of the tangent versor, that is, by the derivative of ¢.

DEFINITION 1.13. Let o: I — R" be a regular curve of class C* (with k > 2)
parametrized by arc length. The curvature of o is the function k: I — R of class
C*~2 given by )

K(s) = [E(s)l = 6 (s)ll -
Clearly, k(s) is the curvature of o at the point o(s). We shall say that o is biregular
if k is everywhere nonzero. In this case the radius of curvature of o at the point
o(s)is r(s) = 1/k(s).

REMARK 1.11. If o: I — R" is an arbitrary regular parametrized curve, the
curvature k(t) of o at the point o(t) is defined by reparametrizing the curve by
arc length. If 01 = o o s~! is a parametrization of ¢ by arc length, and s is
the curvature of o1, then we define k: I — R by setting x(t) = r1(s(t)), so
the curvature of o at the point o(t) is equal to the curvature of oy at the point

o1(s(t)) = o(t).

EXAMPLE 1.25. A line parametrized as in Example 1.20 has a constant tangent
versor. So the curvature of a straight line is everywhere zero.

EXAMPLE 1.26. Let o: [0,277] — R? be the circle with center (zg,70) € R?
and radius r > 0, parametrized by arc length as in Example 1.21. Then

t(s) = o(s) = (—sin(s/r), cos(s/r)) and f(s) = %(— cos(s/r), —sin(s/r)) ,

so o has constant curvature 1/r. This is the reason why the reciprocal of the
curvature is called radius of curvature.

EXAMPLE 1.27. Let o: R — R® be the circular helix with radius » > 0 and
pitch a € R*, parametrized by arc length as in Example 1.22. Then,

— T S T S a
t(s) =1 — sin , cos
) ( VrZ+a?2 V2 4a? V2 +a? \/?"2+a2’\/1"2+a2)

and

t(s) : ( ® sin——> 0)
$) = ————|( cos sin ;
r?2 4+ a? Vi2+a?2 Vi +a?’ ’
so the helix has constant curvature
r
=g
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EXAMPLE 1.28. Let o: R — R? be the catenary, parametrized by arc length
as in Example 1.23. Then

- (o= 7o)
and
t(s) = (‘ 1+ 22)3/2’ (1+ i2)3/2> ;

so the catenary has curvature

_ 1
T 1482

K(s)

Now, it stands to reason that the direction of the vector # should also contain
significant geometric information about the curve, since it gives the direction the
curve is following. Moreover, the vector ¢ cannot be just any vector. Indeed, since
t'is a versor, we have

B =1,

where (-, -} is the canonical scalar product in R"; hence, after taking the derivative,
we get

(£ =0.
In other words, t is orthogonal to t everywhere.

DEFINITION 1.14. Let o: I — R” be a biregular curve of class C* (with k > 2)
parametrized by arc length. The normal versor (also called unit normal vector)
to o is the map 7: I — R™ of class C*~2 given by

N
n=—=—.
(G
The plane through o(s) and parallel to Span(£(s),7(s)) is the osculating plane to
the curve at o(s). The affine normal line of o at the point o(s) is the line through
o(s) parallel to the normal versor 7i(s).

Before going on, we must show how to compute the curvature and the normal
versor without resorting to the arc-length, fulfilling the promise we made in Remark
1.9:

PROPOSITION 1.3. Let o: I — R" be any reqular parametrized curve. Then the
curvature k: I — RY of o is given by

(6) A Il el R el
lo'TP

In particular, o is bireqular if and only if o’ and o” are linearly independent every-
where; in this case,

(7)

1 1 !
ﬁ = " ! 2 (O—// - <0— :0-2> UI) :
\/||0”H2 _ |<7\ ,/f‘7|2>| le’ |l
[ea
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PrOOF. Let s: I — R be the arc length of ¢ measured starting from an arbi-
trary point. Equation (5) gives

- o' (t)

) = Tomn

since

d . dt’ ds PR
@t(S(t)) = g(s(t)) =l (OIE(s(1))

we find

. 1 d/d
tst) = ||g'(t)||dt(||0'(t)||)

_ 1 o (1) — <U”(t)a0/(t)>0/ .
" - o (7O~ )

note that f(s(t)) is a multiple of the component of ¢’/ (t) orthogonal to ¢’(t). Finally,

. _ o L. @)
= I70)1= g ||2\/” OF = emr

and the proof is complete, as the last claim follows from the Cauchy-Schwarz in-
equality, and (7) follows from (8). O

Let us see how to apply this result in several examples.

EXAMPLE 1.29. Let o: R — R? be the ellipse having semiaxes a, b > 0, with
the parametrization described in Example 1.15. Then ¢’/(t) = (—asint, bcost), and
hence o’ (t) = (—acost,—bsint). Therefore

a'(t) 1
lo" O ~ /a2 sin® t 1 12 cos? ¢

and the curvature of the ellipse is given by

K(t) = ab
 (a%sin®t + b2 cos? t)3/2

(—asint,bcost)

tt) =

ExaMPLE 1.30. The normal versor of a circle with radius r > 0 is

ii(s) = (—cos(s/r), —sin(s/r)) ;

that of a circular helix with radius r > 0 and pitch a € R* is

S S
7n(s) = | —coS ——, —sin ——,0] ;
() ( Vr? 4+ a? Vr? 4+ a? )

that of the catenary is

R S 1
= (-7 )
and that of the ellipse with semiaxes a, b > 0 is
1
\/@2 sin? ¢ + b2 cos? ¢

ni(t) = (=bcost,—asint) .
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EXAMPLE 1.31. Let o: I — R", given by o(t) = (¢, f(t)), be the graph of a
map f: I — R" ! of class (at least) C2. Then

) 1 ,
t*m(lvf),

Loy 1 e ) />

i \/f”||2—|<f”,f'>2/(1+|f’||2)( 1+Hf'||2’f 1+||f'||2f .

and

VAT = 17 P
(L+ [ f2)3/2 '
In particular, o is biregular if and only if f” is never zero (why?).

REMARK 1.12. To define the normal versor we had to assume the biregularity
of the curve. However, if the curve is plane, to define a normal versor regularity is
enough.

Indeed, if o: I — R? is a plane curve of class C* parametrized by arc length, for
all s € I there exists a unique versor 7i(s) that is orthogonal to #(s) and such that
the pair {#(s), ﬁ'(s)} has the same orientation as the canonical basis. In coordinates,

i(s) = (a1,02) = 7i(s) = (~az,a1) ;
in particular, the map ii: I — R? is of class CF 1, just like . Moreover, since
)

#(s) is orthogonal to (s), it has to be a multiple of 7i(s); so there exists a function
%: I — R of class C*~2 such that we have

=

9) f=r

S

—~

DEFINITION 1.15. If 0: I — R? is a regular plane curve of class C* (with
k > 2) parametrized by arc length, the map ii: I — R? of class Ck—1 just defined
is the oriented normal versor of o, while the function #: I — R of class C*~2 is
the oriented curvature of o.

REMARK 1.13. Since, by construction, we have det(t_; 7:1') = 1, the oriented
curvature of a plane curve is given by the formula

(10) i = det(f,1) .

To put it simply, this means that, if & > 0, then the curve is bending in a counter-
clockwise direction, while if & < 0 then the curve is bending in a clockwise direction.
Finally, if o: I — R? is an arbitrary parametrized plane curve, then the oriented
curvature of o in the point o(t) is given by (see Problem 1.1)

(11) R(t) = m det (o' (1), 0" (1)) -

REMARK 1.14. The oriented curvature % of a plane curve is related to the usual
curvature x by the identity x = |£|. In particular, the normal versor introduced
in Definition 1.14 coincides with the oriented normal versor 7 when the oriented
curvature is positive, and with its opposite when the oriented curvature is negative.

ExaMPLE 1.32. Example 1.26 show that the oriented curvature of the circle
with center (zo,yo) € R? and radius > 0, parametrized by arc length as in Ex-
ample 1.21, is constant, equal to 1/r. On the other hand, let o = (01, 02): I — R?
be a regular curve parametrized by arc length, with constant oriented curvature
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equal to 1/r # 0. Then the coordinates of o satisfy the linear system of ordinary
differential equations

61 = —162,

G =161 .

Keeping in mind that ¢7 + 63 = 1, we find that there exists a so € R such that

) ( . s+ s+so>
o(s) = | —sin , COS )

r r

so the support of o is contained (why?) in a circle with radius |r|. In other words,
circles are characterized by having a constant nonzero oriented curvature.

As we shall shortly see (and as the previous example suggests), the oriented
curvature completely determines a plane curve in a very precise sense: two plane
curves parametrized by arc length having the same oriented curvature only differ
by a rigid plane motion (Theorem 1.6 and Exercise 1.48).

Space curves, on the other hand, are not completely determined by their cur-
vature. This is to be expected: in space, a curve may bend and also twist, that is
leave any given plane. And, if n > 3, a curve in R" may hypertwist in even more
dimensions. For the sake of clarity, in the rest of this section we shall (almost)
uniquely consider curves in the space R>.

If the support of a regular curve is contained in a plane, it is clear (why? see
the proof of Proposition 1.4) that the osculating plane of the curve is constant.
This suggests that it is possible to measure how far a space curve is from being
plane by studying the variation of its osculating plane. Since a plane (through the
origin of R3) is completely determined by the direction orthogonal to it, we are led
to the following

DEFINITION 1.16. Let o: I — R? be a biregular curve of class C*. The binormal
versor (also called unit binormal vector) to the curve is the map b: I — R of class
C*~2 given by b=1A i, where A denotes the vector product in R®. The affine
binormal line of o at the point o(s) is the line through o(s) parallel to the binormal
versor b(s).

Finally, the triple {t_: i, l;} of R3-valued functions is the Frenet frame of the
curve. Sometimes, the maps , 7, b: I — R® are also called spherical indicatrices
because their image is contained in the unit sphere of R?.

So we have associated to each point o(s) of a biregular space curve ¢ an or-
thonormal basis {(s), 7i(s), b(s)} of R* having the same orientation as the canonical
basis, and varying along the curve (see Fig. 3).

REMARK 1.15. The Frenet frame depends on the orientation of the curve.
Indeed, if we denote by {f~,7~,b"} the Frenet frame associated with the curve
o7 (s) = o(—s) equivalent to o having opposite orientation, we have

t(s)=~t(~s), A (s)=7di(=s), b (s)=—b(~s).
On the other hand, since it was defined using a parametrization by arc length,
the Frenet frame only depends on the oriented curve, and not on the specific
parametrization chosen to compute it.
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FIGURE 3. The Frenet frame

EXAMPLE 1.33. Let o: R — R® be the circular helix with radius » > 0 and
pitch a € R*, parametrized by arc length as in Example 1.22. Then

5( ) < a . S a s r >
s) = sin ,— cos , )
V12 + a2 VrZ+a2 Vr2+a? VrZ+ a2 Vr2 +a?

EXAMPLE 1.34. If o: I — R is the graph of a map f = (f1, f2): I — R? such
that f” is nowhere zero, then

1
VI + det(f7, /)2

EXAMPLE 1.35. If we identify R? with the plane {z = 0} in R®, we may consider
every plane curve as a space curve. With this convention, it is straightforward
(why?) to see that the binormal versor of a biregular curve o: I — R? is everywhere
equal to (0,0, 1) if the oriented curvature of o is positive, and everywhere equal to
(0,0, —1) if the oriented curvature of o is negative.

g:

(det(f', /"), = f3', 1) -

REMARK 1.16. Keeping in mind Proposition 1.3, we immediately find that the

binormal versor of an arbitrary biregular parametrized curve o: I — R is given by
- g N

12 b= ——— .
12 [0 Ao

In particular, we obtain another formula for the computation of the normal versor
of curves in R?:
(o' Na")NO'

lo” Ao [Hlo"]| -

Sa
Ty

n=>0bA

Moreover, formula (6) for the computation of the curvature becomes

_ o' Ad”]

(13) TaE

The next proposition confirms the correctness of our idea that the variation of
the binormal versor measures how far a curve is from being plane:

PROPOSITION 1.4. Let o: I — R? be a biregular curve of class C* (with k > 2).
Then the image of o is contained in a plane if and only if the binormal versor is
constant.
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ProOF. Without loss of generality, we may assume that the curve o is param-
etrized by arc length.

If the image of o is contained in a plane, then there is a plane H C R? containing
the origin such that o(s) —o(s’) € H for all s, s’ € I. Dividing by s — s’ and taking
the limit as s’ — s we immediately find that (s) € H for all s € I. In the same
way, it can be shown that #(s) € H for all s € I, so 7i(s) € H for all s € I.
Hence 5(8) must always be one of the two versors orthogonal to H; since it changes
continuously, it is constant.

On the other hand, assume the binormal versor is a constant vector go; we
want to prove that the support of ¢ is contained in a plane. Now, a plane is
determined by one of its points and an orthogonal versor: a point p € R? is in the
plane passing through py € R?® and orthogonal to the vector v € R? if and only if
(p — po,v) = 0. Take sg € I; we want to show that the support of o is contained
in the plane through o(s¢) and orthogonal to bo. This is the same as showing that
(o(s),bo) = (o(s0), bo), or that the function s — (o(s), by) is constant. And indeed
we have

d - .
£<J, bo) = (t,bo) =0,

as ¢ is always orthogonal to the binormal versor, so the support of o really is

contained in the plane of equation (p — o(sp),bo) = 0. O

This result suggests that the derivative of the binormal versor might measure
how far a biregular curve is from being plane. Now, b is a versor; so, taking the
derivative of (b,b) = 1 we get (b,b) = 0, that is b is always orthogonal to b. On the
other hand,

=

b=tAR+EtAT=FAT,
so b is perpendicular to ¢ too; hence, b has to be a multiple of 7.

DEFINITION 1.17. Let o: I — R? be a biregular curve of class C* (with k > 3)
parametrized by arc length. The torsion of o is the function 7: I — R of class

C*=3 such that b = —77. (Warning: In some texts the torsion is defined to be the
opposite of the function we have chosen.)

REMARK 1.17. Proposition 1.4 may then be rephrased by saying that the image
of a biregular curve o is contained in a plane if and only if the torsion of o is
everywhere zero.

REMARK 1.18. Curvature and torsion do not depend on the orientation of the
curve. More precisely, if o: I — R? is a biregular curve parametrized by arc length,
and o~ is the usual curve parametrized by arc length equivalent to ¢ but with
the opposite orientation given by o~ (s) = o(—s), then the curvature k= and the
torsion 77 of o~ are such that

K (s)=k(—s) and 77 (s)=7(-s).
REMARK 1.19. On the other hand, the oriented curvature and the oriented

normal versor of a plane curve depend on the orientation of the curve. Indeed, with
the notation of the previous remark applied to a plane curve o, we find

[(s) = —f(—s), & ()= —R(=s), i (s) = —i(—s).
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REMARK 1.20. To find the torsion of a biregular curve o: I — R?® with an

arbitrary parametrization, first of all note that 7 = —<l_;, fi). Taking the derivative
of (12), we get

b dtdb 1 o' No (" Na" o' Na') A
_ = —— = — g g
ds dsdt |lo'| |lle" A o’ Aa||3

1

l;:

Therefore, keeping in mind Equation (7), we obtain

o <0_/ A O’”’,U”> _ <U' A 01170///>
HU/ A J//”2 ||O" A 0.//“2

EXAMPLE 1.36. If o: I — R? is the usual parametrization o(t) = (t, f(t)) of
the graph of a function f: I — R? with f” nowhere zero, then

_ det(f/l7 f///)
LF711 + [ det(f7, f7)12

EXAMPLE 1.37. Let 0: R — R? be the circular helix with radius r > 0 and pitch
a € R*, parametrized by arc length as in Example 1.22. Then, taking the derivative
of the binormal versor found in Example 1.33 and keeping in mind Example 1.30,
we find

T

a
7(s) = e

Thus both the curvature and the torsion of the circular helix are constant.

We have computed the derivative of the tangent versor and of the binormal
versor; for the sake of completeness, let us compute the derivative of the normal
versor too. We get

F=BAT+ DAL= —TRAT+ b A KT = —KE+ 75 .
I

DEFINITION 1.18. Let o: I — R? be a biregular space curve. The three equa-

tions
t= ki,

(14) i = —Kt+7b,
b=—r1i ,

are the Frenet-Serret formulas of o.

~ REMARK 1.21. There are Frenet-Serret formulas for plane curves too. Since
i is, for the usual reasons, orthogonal to ﬁ, it has to be a multiple of i. Taking

the derivative of (f,7) = 0, we find (£,7) = —&. So the Frenet-Serret formulas for
plane curves are

The basic idea of the local theory of space curves is that the curvature and the
torsion completely determine a curve (compare Example 1.37 and Problem 1.7).
To convey in precise terms what we mean, we need a definition.
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DEFINITION 1.19. A rigid motion of R" is an affine map p: R™ — R"™ of the
form p(z) = Az + b, where b € R™ and

A€ SO(n)={AcGL(n,R)|ATA=Tand detA=1}.

In particular, when n = 3 every rigid motion is a rotation about the origin followed
by a translation.

If a curve is obtained from another through a rigid motion, both curves have the
same curvature and torsion (Exercise 1.26); conversely, the fundamental theorem
of the local theory of curves states that any two curves with equal curvature and
torsion can always be obtained from one another through a rigid motion.

Frenet-Serret formulas are exactly the tool that will enable us to prove this
result, using the classical Analysis theorem about the existence and uniqueness of
the solutions of a linear system of ordinary differential equations (see [5, p. 162]):

THEOREM 1.5. Gwen an interval I C R, a point tg € I, a vector ug € R", and
two functions f: I — R™ and A: I — M, ,(R) of class C*, with k € N* U {co},
where M, ,(R) denotes the space of px q real matrices, there exists a unique solution
w: I — R"™ of class C**' to the Cauchy problem

{u'zAu+f,

u(to) = 1Ug -

In particular, the solution of the Cauchy problem for linear systems of ordinary
differential equations exists over the whole domain of definition of the coefficients.

This is what we need to prove the fundamental theorem of the local theory of
curves:

THEOREM 1.6 (Fundamental theorem of the local theory of curves). Given two
functions k: I — R and 7: I — R, with k always positive and of class C**1 and
7 of class C* (with k € N* U {c0}), there exists a unique (up to a rigid motion)
biregular curve o: I — R® of class C*+3 parametrized by arc length with curvature
K and torsion T.

PrROOF. We prove existence first. Frenet-Serret formulas (14) form a linear
system of ordinary differential equations in 9 unknowns (the components of t. 7,
and 5), so we can apply Theorem 1.5.

Fix a point sg € I and an orthonormal basis {%,ﬁo,go} with the same ori-
entation as the canonical basis. Theorem 1.5 provides us with a unique triple of
functions £, 77, b: I — R®, with £ of class C*+2 and 7 and b of class C*+1, satisfying
(14) and such that #(so) = to, fi(s0) = 7o, and b(sg) = bo.

We want to prove that the triple {t,7, l;} we have just found is the Frenet
frame of some curve. We show first that being an orthonormal basis in sy forces it
to be so in every point. From (14) we deduce that the functions (Z,1), (£, 7), (£,b),

(1, 7y, (7, 5), and <l_;, g) satisfy the following system of six linear ordinary differential
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equations in 6 unknowns

o e o oy ey o
SSRGS

with initial conditions

<E:E>(SO) =1, < ’ﬁ><30) =0
(7, 7i)(s0) =1, (7, b)(s0) =0, (b,B)(s0) =
But it is straightforward to verify that
(15) (G =(dm)={b=1, (L) =({Eb)=(b=0

is a solution of the same system of differential equations, satisfying the same initial
conditions in sg. So the functions #, 7 and b have to satisfy equalities (15), and
the triple {#(s),7i(s), b(s)} is orthonormal for all s € I. Moreover, it has the same
orientation of the canonical basis of R* everywhere: indeed, (fA, Z;> is a continuous
function on I with values in {+1, —1}, whose value is +1 in sg; hence, necessarily,
(EA7,B) = +1, which implies (why?) that {#(s), 7(s), b(s)} has the same orientation
as the canonical basis everywhere.
Finally, define the curve o: I — R® by setting

o(s) = / (e dt .

The curve o is of class C*+3 with derivative f(s), so it is regular, parametrized by
arc length, and with tangent versor 7. Since the equations (14) give 6 = kil with
k > 0 everywhere, we deduce that s is the curvature and 77 the normal versor of o
(in particular, o is biregular). It follows that b is the binormal versor and, thanks
to (14) once more, that 7 is the torsion of o, as required.

Let us now prove uniqueness. Let o1: I — R® be another biregular curve of
class C**3, parametrized by arc length, with curvature s and torsion 7. Fix s € I;
up to a rigid motion, we may assume that o(sg) = o1(sp), and that o and o1 have
the same Frenet frame at so. By the uniqueness of the solution of (14), it follows
that ¢ and o7 have the same Frenet frame at all points of I; in particular, ¢ = 7.
But this implies

S

O'(S):U(So)+/sd(t)dt201(80)+/ é’l(t)dt:()'l(S),

S0 S0
and o1 = o. ([l
Therefore curvature and torsion are all we need to completely describe a curve

in space. For this reason, curvature and torsion are sometimes called intrinsic or
natural equations of the curve.
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REMARK 1.22. Exactly in the same way (Exercise 1.48) it is possible to prove
the following result: Given a function &: I — R of class C*, with k € N* U {0},
there exists a unique (up to a rigid motion in the plane) reqular curve o: I — R?
of class C*+2 parametrized by arc length having oriented curvature F.
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Guided problems

For convenience, we repeat here the Frenet-Serret formulas, and the formulas
(given in Remarks 1.16 and 1.20, and useful to solve the exercises) for the computa-
tion of curvature, torsion and Frenet frame of an arbitrarily parametrized biregular
space curve:

7 o’ P o' No” L (d'ANd")NCO
= — = — n— —»—- — ———/ —
o] 7 |o" Ao’ lo" Ao |lo']] 7
B ||O_/ /\O_//H _ <O_/ /\O-//,O—///> -
o>~ o’ Aa”|?
F= kit ,
(15) it =—kt+7b,
b= —7i .

PROBLEM 1.1. Let 0: I — R? be a biregular plane curve, parametrized by an
arbitrary parameter ¢. Show that the oriented curvature of ¢ is given by

x/y// _ :r”y’

1
k= ——=det(c',0") =

o] ((93/)2 + (y/)z)
where z, y: I — R are defined by o(t) = (z(t), y(t)).

3/2 0

SOLUTION. By formula (10), the oriented curvature is given by & = det(t, 7).
To complete the proof, it is sufficient to substitute £ = ¢’/||0’|| and

- B 1L d/ d@®

ts(t) = ||a/(t)||dt<||0’(t)||)

IR v G ON:A G
)

llo” (¢

in (10). Since the determinant is linear and alternating with respect to columns,
we get & = det(o’,0”)/||0’(t)||?, as desired. O

PROBLEM 1.2. Let 0: I — R"™ be a regular curve of class C? parametrized
by arc length. Denote by 6(¢) the angle between the versors £(so) and #(so + €),
tangent to o respectively in o(sg) and in a nearby point o(sg + €), for € > 0 small.
Show that the curvature k(sp) of o in o(sg) satisfies the equality

b(e)

K(s0) = lim -

Deduce that the curvature x measures the rate of variation of the direction of the
tangent line, with respect to the arc length.

SoLuTION. Consider the versors £(sg) and #(so+¢), having as their initial point
the origin O; the triangle they determine is isosceles, and the length of the third
side is given by ||£(so +¢&) —£(s0)||. The Taylor expansion of the sine function yields

[£(so + &) — t{s0)|| = 2 |sin(6()/2)| = |6(e) + 0(6(<))]| -
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FIGURE 4. The tractrix

Keeping in mind the definition of curvature, we conclude that

t(s0 +€) — t(s0)

k(s0) = llso)]| = lim =
0
~ lm () + o(0())
e—0 IS
As lim,_, 0(¢) = 0, the assertion follows. O

PROBLEM 1.3. The tractrix. Let o: (0,7) — R? be the plane curve defined
by

. t
o(t) = <smt,cost—|—10gtan 2) ;

the image of o is called tractriz (Fig. 4). [Note: This curve will be used in later
chapters to define surfaces with important properties; see Example 3.37.]

(i) Prove that o is a parametrization of class C*°, regular everywhere except
int=m/2.
(ii) Check that the length of the segment of the tangent line to the tractrix
from the point of tangency to the y-axis is always 1.
(iii) Determine the arc length of o starting from ¢y = m/2.
(iv) Compute the curvature of o where it is defined.

SOLUTION. (i) Since tan(t/2) > 0 for all ¢ € (0, 7), the curve o is of class C*.
Moreover,
| cost|
~ sint

)

o' (t) = <cos ¢, ) and  [lo’(t)]|

so ¢’(t) is zero only for t = 7/2, as desired.
(ii) If tg # 7/2, the affine tangent line 7: R — R? to ¢ at the point o(tg) is
given by

sint

t 2t
n(z) = o(to) + zo'(to) = (sinto + xz costy, costy + log tan 50 + J:CO.StO) .
sintg

The tangent line intersects the y-axis in the point where the first coordinate of 7 is
zero, that is, for x = —tanty. So the length we are looking for is

[n(=tanto) —n(0)[| = [|(=sinto, —costo)[| =1,

as stated.
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In a sense, this result is true for ¢y = 7/2 too. Indeed, even if the tangent
vector to o tends to O for ¢ — 7/2, the tangent line to o at o(¢) tends to the z-axis
for t — /2, since

/ /
im 2 10y = —(—1,0) = — lim 2
t—/2- ||’ (£)] t—m/2+ [lo’ (2)]]
So, if we consider the z-axis as the tangent line to the support of the tractrix at
the point o(7/2) = (1,0), in this case too the segment of the tangent line from the
point of the curve to the y-axis has length 1.

(iii) If ¢ > 7/2 we have

t t
sm=/ wwmwz—/‘mTw:_mwm.
/2 T

/ /2 sin T

Analogously, if t < 7/2 we have

t /2
xw=/ w%mw:—z"mTw:bﬁmt

/2 sinT
In particular,
1(s) = m—arcsine ® € [r/2,7) if s €[0,4+00),
arcsine® € (0, 7/2] if s € (—00,0],
and using the formula tan § = 1?{‘:10@’ — we see that the reparametrization of o by

arc length is given by
o(s71(s)) = (e%,—s—V1—e2—log(1—-VI—e%)) ifs>0,
C (et s+ VI — e —log (1 + V1 —e%)) if s<0.

(iv) Using the reparametrization o; = o o s~1 of o by arc length we have just
computed, we find

’ 1—+/1—e2

_ a—2s _ /1 _ A—2s
(—e_s _l-e ¢ > if s>0,
o1(s) = ( ) 1— o2 4 /1_623>

if s<0,

e?
L++V1—e?

and

(e_s e—2s) if s>0
"V1—e 2 ’

0'1(8) = e2s
(e ,_m> lf8<0

So the curvature k1 of o1 for s # 0 is given by
1

K(s) = [l6(s)ll = AT
and (keeping in mind Remark 1.11) the curvature « of o for t # m/2 is
K(t) = k1 (s(t)) = |tant] .
As an alternative, we could have computed the curvature of ¢ by using the formula

for curves with an arbitrary parametrization (see next problem and Problem 1.1).
O
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Fi1GURE 5. Logarithmic spiral

PRrROBLEM 1.4. Logarithmic spiral. Fix two real numbers a > 0 and b < 0.
The logarithmic spiral (Fig. 5) is the plane curve o: R — R? given by

o(t) = (ae® cos t,ae sin t) .

(i) Show that the support of the spiral satisfies the equation r = ae®?, ex-

pressed in the polar coordinates (r,8).

(ii) Show that o(t) winds around the origin O tending to it as t — oo.

(iii) Determine the arc length of o, starting from ¢ = 0. Find the arc length
in the case a = 1/2 and b = —1.

(iv) Determine the curvature and the torsion of o, and remark that the cur-
vature is never zero.

SOLUTION. (i) We have r? = 22 + 4% = a?e?*!(cos? t + sin® t) = a?e?*, and the
assertion follows because r is always positive.

(ii) First of all, by (i) we have ||o(t)|| = ae®, and thus o(t) — O as t — oo,
because b < 0.

Moreover, t coincides with the argument 6 of o(¢) up to a multiple of 27; so
the argument of o(t) is periodic of period 27 and assumes all possible values, that
is ¢ winds around the origin.

(iii) Note that the parametrization of o is of class C*°. Differentiating, we find
o' (t) = ae?(bcos t — sin t, bsin t 4 cos t)

and so
o’ (t)|| = ae®* /b2 +1 .

We deduce from this that the arc length of ¢ starting from ¢t = 0 is given by:

t t bt_
s(t) = / /(1) dr = av/B + 1 / edeT:am[e 1} |
0 0

b

In the case a = 1/2, b = —1, the arc length is s(t) = (1 —e™?)/V/2.
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(iv) By applying the usual formulas we find
lo" Ao
O = o
—(b? —1)sin® t + 2b% cos® t — (b — 1) cos® t + 20 sin® t
a et (b2 + 1)3/2
2P - —1) b +1 _ 1
aebt (b2 4+1)3/2  aebt (b2 +1)3/2  qebt (B2 +1)1/2°
In particular, the curvature is never zero, and the curve is biregular.
Finally, since the curve ¢ is plane and biregular, its torsion is defined and is
zero everywhere. O

PrOBLEM 1.5. Twisted cubic. Determine the curvature, the torsion, and the
Frenet frame of the curve o: R — R? defined by o(t) = (¢, 12, %).

SoLuTION. Differentiating the expression of o we find
o'(t) = (1,2t,3t%), o”(t)=(0,2,6t) and o (t)=(0,0,6).
In particular, o’ is nowhere zero; thus o is regular and
- 1

2
t(t) = m(l,%,?ﬂf ).
Next,

o' (t) Ao (t) = (6t%, —6t,2)
is never zero, so ¢’ and ¢” are always linearly independent, and o is biregular.
Using the formulas recalled at the beginning of this section we get

by = ZW AT ! (612, —6t,2)
[o/(t) Ao 2vT+92+9t2

ity = B(t) A (e = (20 — 21— 987,68 + 31)
V(14 482 + 9t4) (1 + 9¢2 + 9t4) )
') Ad" @) 2v1+ 92 198

t) =
=" mF T (L ae e

e o (t) B 3
T(t) = <b(t)’ HJI(t) /\O./I(t)||> T 1492 4 0td

and

PROBLEM 1.6. Prove that the curve o: (0,400) — R? defined by
T+t 1—¢
o(t) = <t, Sy )
t t

SOLUTION. By noting that

1 1 2 2
O'I(t) = (1,—t2, —ﬁ — 1) and O'N(t) = (0, t737 t‘3> s

we find that the vector product

is contained in a plane.

a(t)Nd(t) = t% (1,-1,1)
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is nowhere zero, so the curvature x = [|o’ A o”||/||0’||® is nowhere zero. By Re-
mark 1.17, we may conclude that o is a plane curve if and only if the torsion
7= {0’ Na", 0"} /|0’ Na"||? is zero everywhere, that is, if and only if (¢/ Ao”, ")
is zero everywhere. But

1 -5 —%-1
(' No" 0d")y=det [0 2 2 =0,
0o -& &
and the assertion follows. (I

PROBLEM 1.7. Let o: I — R? be a biregular curve parametrized by arc length,
having constant curvature kg > 0 and constant torsion 79 € R. Prove that, up to
rotations and translations of R?, o is an arc of a circular helix.

SoLuTION. If 79 = 0, then Proposition 1.4 and Example 1.32 tell us that o is
an arc of a circle, so it can be considered an arc of the degenerate circular helix
with pitch 0.

Assume, on the other hand, 79 # 0. Then

g(’l'ofq’ liog) = T()HQT_L' — Iﬁ?oTQT_i = O N

so Tot + Hog has to be everywhere equal to a constant vector ¥y having length
VK24 12, Up to rotations in R*® (which do not change the curvature nor the
torsion; see Exercise 1.26), we may assume

. . . v - Ko
To =\/KEZ+ 726 = &3= t+ b
0 0 2 2 2 2
V Kyt T VKt T

where €3 = (0,0,1) is the third vector of the canonical basis of R®. Let then
o1: I — R? be defined by

T0S =
T, 208
V Ky + 7o
(beware: as we shall see shortly, s is not the arc length parameter of o1). We want
to show that o; is the parametrization of an arc of a circle contained in a plane
orthogonal to €3. First of all,
d -

£<017€3> = (0], @3) = (t,€3) —

o1(s) =o(s) —

T0
/2 2
Ky + 75

hence (01, €3) is constant, and so the support of o is contained in a plane orthogonal
to €3, as claimed. Moreover,

0;

2

- T0 R K — RoTo 7 .
oy =t— ———=0 = s —st————=b and of =Kol ;
VRS + T Ko + 7o Ky T T
hence
Ko 53 - /<;27'0 -
o]l = and of Ao = 5" 5b+ 5o—st.

3 5 2
VES+ T8 Ko + 7o Ko+ 7o

So, using (13) we find that the curvature x; of oy is

_lohnotl _ m+

lorl® ko
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Thus o1, being a plane curve with constant curvature, by Example 1.32 parametrizes
an arc of a circle with radius r = ko /(k2+7¢) and contained in a plane orthogonal to
€s;. Up to a translation in R®, we may assume that this circle is centered at the ori-
gin, and hence o indeed is a circular helix with radius 7 and pitch a = 79/ (k2 +73),
as stated. O

PROBLEM 1.8. Curves on a sphere. Let o: I — R? be a biregular curve
parametrized by arc length.

(i) Prove that if the support of ¢ is contained in a sphere with radius R > 0
then

(16) ™+ (k/K)* = R*s*72 .

(ii) Prove that if £ is nowhere zero and o satisfies (16) then the support of o
is contained in a sphere with radius R > 0. [Note: You can find further
information about curves contained in a sphere in Exercise 1.55.]

SoLUTION. (i) Up to a translation in R* (which does not change curvatures
and torsions; see Exercise 1.26), we may assume the center of the sphere to be in
the origin. So (0,0) = R?; differentiating three times and applying Frenet-Serret
formulas we find

(17) (t.o) =0, k(i o)+1=0 and #i(d, o)+ kr{b,o)=0.
Now, {t_; 7, I;} is an orthonormal basis; in particular, we may write

o = (0,0 + (0, )it + (o,b)b ,
so (o, 1}[2 + |(o, @)|% + | (o, b)|? = R2, and (17) implies (16).

(ii) Since & is nowhere zero, by equation (16) so is 7; hence we may divide (16)

by 72k2, obtaining
1 1d /1\)?
— 4 (==(2)) =r2.
K2 + (T ds <Ii>)

Differentiating and recalling that & # 0, we find

k  ds \7ds \ K -

Define now 7: I — R® by setting

Then

dp - d [1\ . - 7- d/1d (1\\»- d [1\.
dst*m(n>"f+mb+ds<rds<ﬁ>>bds(fz)”Ov

that is the curve n is constant. This means that there exists a point p € R? such

that
1 1d /1\)?
— 2:— _— — = 2'
lo -l K2+(Tds (J) R?;

hence, the support of o is contained in the sphere with radius R and center p. [
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PROBLEM 1.9. Let f: R? — R be a C°° function; in this problem we shall
write f, = 0f/0z, f, = 0f/0y, few = 0*f/Ox?, and so on. Choose a point
p € f1(0) = C, with f,(p) #0, and let g: I — R, with I C R, a C* function such
that f~1(0) is given, in a neighborhood of p, by the graph of g, as in Proposition 1.2.
Finally, choose tg € I so that p = (to,g(to)).

(i) Show that the tangent vector to C in p is parallel to (—fy (p), fu (p)), and
thus the vector V f(p) = (fm (p), fy (p)) is orthogonal to the tangent vector.
(ii) Show that the oriented curvature at p of C' is given by

fzzf.g - 2fxyfzfy + fyyfg%
IV I ’
where we have oriented C in such a way that the tangent versor at p is a

positive multiple of (—fy (p), fx (p))
(iii) If f(z,y) = *+y*—2y—1and p = (1,0), compute the oriented curvature
of C at p.

k=

SoruTION. (i) Consider the parametrization o(t) = (¢,g(t)). The tangent
vector is parallel to o/(tg) = (1,¢'(to)). Since f(t,g(t)) = 0, differentiating with
respect to t we find that

(18) fo(tg@®) + fu(t.g®) d(t) =0;
w / _ _fac(p)
a(to) = =710 -

and the assertion immediately follows.
(ii) By differentiating again we find o”(¢g) = (0, g”(to)); so using the formula
i = ||o’|| 72 det(o’,0"”) proved in Problem 1.1 we get
[fy(0)[>9" (to)
IVf)lI?

Take now one more derivative of (18) and evaluate it at ¢o: we find that

Joa(P) + fay(P) 9/ (t0) + [fya(P) + fyy(P) 9 (t0)] 9’ (t0) + f4(P) g" (t0) = O -

The parametrization o is oriented as required if and only if f,(p) < 0. So, extracting
g"(to) from the previous expression and inserting it in (19), we find the formula we
were seeking.

(19) =

(iii) In this case,
fm(p):4v fy(p):_]-u fxa:(p):]-27 fmy(p):_l fyy(p):()a
and so & = 4/17%/2. O

Exercises
PARAMETRIZATIONS AND CURVES

1.1. Prove that the curve o: R — R? given by o(t) = (¢t/(1 +t%),¢/(1 +12)) is
an injective regular parametrization, but not a homeomorphism with its image.

1.2. Draw the support of the curve parametrized, in polar coordinates (r,8),
by 01(0) = (acosb,8), for § € [0,27]. Note that the image is contained in a circle,
and that it is defined by the equation r = a cosf.



32 1. LOCAL THEORY OF CURVES

FIGURE 6

1.3. Prove that the relation introduced in Definition 1.3 actually is an equiva-
lence relation on the set of parametrizations of class C*.

1.4. Prove that the curve o: R — R? given by o(t) = (¢2,¢3) is not regular and
that no parametrization equivalent to it can be regular.

1.5. Prove that every open interval I C R is C'"*°-diffeomorphic to R.

1.6. Prove that every interval I C R is C*°-diffeomorphic to one of the follow-
ing: [0,1), (0,1), or [0,1]. In particular, every regular curve admits a parametriza-
tion defined in one of these intervals.

1.7. Determine the parametrization oy: (—m,7) — R® equivalent to the pa-
rametrization o: R — R? given by o(t) = (rcos t,rsin t) of the circle, obtained by
the parameter change s = arctan(t/4).

1.8. Prove that the two parametrizations o, oy : [0, 27] — R? of class C of the
circle defined by o(t) = (cos ¢,sin t) and o1 (t) = (cos 2t,sin 2¢) are not equivalent
(see Example 1.7 and Remark 1.7).

1.9. Let oy : [0,27] — R? be defined by
(cost,sint) fort € [0,7],
o1(t) =
(—1,0) for t € [m,27] .

(i) Show that oy is continuous but not of class C*.
(ii) Prove that o; is not equivalent to the usual parametrization of the circle
o: [0,27] — R? given by o(t) = (cost,sint).

1.10. Prove that the support of the curve of the Example 1.19 cannot be the
image of a regular curve.

1.11. For all k € N* U {oo}, find a parametrized curve o: R — R? of class C*
having as its support the graph of the absolute value function. Show next that no
such curve can be regular.

1.12. Let o: [0,1] — R? given by
(1) = {(—1 + cos(4mt), sin(4xt)) fort €10,1/2],
(1 + cos(—4nt — m),sin(—4nt —m)) for ¢t € [1/2,1];
see Fig. 6.(a).
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A,

KT

(b)

FIGURE 7. (a) epicycloid; (b) cycloid

(i) Show that o defines a parametrization of class C' but not C2.
(ii) Consider oy : [0,1] — R? given by

(1) = o(t) for ¢t €[0,1/2] ,
= (1 + cos(4mt + m),sin(4rt + 7)) for t € [1/2,1];

see Fig. 6.(b). Show that ¢ and o7 are not equivalent, not even as contin-
uous parametrizations.

1.13. The conchoid of Nicomedes is the plane curve described, in polar coor-
dinates, by the equation r = b+ a/cosf, with fixed a, b # 0, and 0 € [—7,7].
Draw the support of the conchoid and determine a parametrization in Cartesian
coordinates.

1.14. Show, using the parameter change v = tan(¢/2), that the parametriza-
tions o7y : [0,00) = R? and 05: [0,7) — R® of the circular helix, given by
1—0v2 2rv

o1(v) = (r 152 m,Qa arctanv) and o(t) = (rcost,rsint, at)

respectively, are equivalent.

1.15. Epicycloid. An epicycloid is the plane curve described by a point P of

a circle C with radius r that rolls without slipping on the outside of a circle Cy

with radius R. Assume that the center of Cy is the origin, and that the point P

starts in (R, 0) and moves counterclockwise. Finally, denote by ¢ the angle between

the positive z-axis and the vector O A, joining the origin and the center A of C'; see
Fig. 7.(a).

(i) Show that the center A of C has coordinates ((r + R) cost, (r + R) sint).

(ii) Having computed the coordinates of the vector AP, determine a param-

etrization of the epicycloid.

LENGTH AND RECTIFIABLE CURVES

1.16. Let o: [a,b] — R" be a rectifiable curve. Show that
L(o) 2 [lo(b) = a(a)] ,
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and deduce that a line segment is the shortest curve between two points.

1.17. Let f: R — R be the function given by

tsin(w/t) ift#0
ft) = . ’
0 ift=0.
Show that the curve o: [0,1] — R? given by o(t) = (¢, f(t)) is an injective, non-
rectifiable, continuous curve.

1.18. Cycloid. In the zy-plane consider a circle with radius 1 rolling without
slipping on the x-axis, as in Fig. 7.(b). The path described by a point of the
circle is called cycloid. Following the motion of such a point P, starting from the
origin and up to the moment when it arrives back to the z-axis, we get a regular

curve o: [0,27] — R? with the cycloid as its support. Show that ¢ is defined by
o(t) = (t —sin t,1 — cos t), and determine its length.

1.19. Let o: [a,b] — R® be the usual parametrization o(t) = (¢, f(t)) of the
graph of a function f: [a,b] — R of class C'. Prove that the length of o is

b
a):/ VIFIF R dt .

1.20. Prove that if o: [0,4+00) — R? is the logarithmic spiral parametrized as
in Problem 1.4, then the limit . 1121 fg [lo" (M) || dX exists and is finite. In a sense,
—+o00

we may say that the logarithmic spiral has a finite length.

1.21. Determine a parametrization by arc length for the parabola o: R — R?
given by o(t) = (t,at?) with a fixed a > 0.

REGULAR AND BIREGULAR CURVES

1.22. Prove that the support of a regular curve o: I — R" is contained in a
line if and only if the tangent versor ¢: I — R™ of ¢ is constant.

1.23. Let o: T — R? be a regular curve. Show that o(t) and o’ (t) are orthogonal
for every value of ¢ € I if and only if ||o|| is a constant non-zero function.

1.24. Determine which of the following maps o;: R — R® are regular and/or
biregular curves:

(i) o () (e’t%tfl)

(ii) o2(t) = (2t,( 3t3) ;
(iii) o3(t ) (t,2t t3)
1.25. Let o: [—2m, 27] — R® be the curve given by

o(t) = (1 + cos t,sin t,2sin (t/2)) .

Prove that it is a regular curve having as its support the intersection of the sphere of
radius 2 centered at the origin with the cylinder having equation (z — 1) 432 = 1.
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CURVATURE AND TORSION

1.26. Let o: I — R® be a biregular curve parametrized by arc length, and
p: R® = R? a rigid motion. Prove that p o o is a biregular curve parametrized by
arc length with the same curvature and the same torsion as o.

1.27. Let o: R — R? be the curve given by o(t) = (1 + cos t, 1 — sin ¢, cos 2t).
Prove that o is a regular curve, and compute its curvature and its torsion without
reparametrizing it by arc length.

1.28. Let f: U — R be a function of class C*° defined on an open subset U of
the plane R?, and o: I — U a regular curve such that f oo = 0. Prove that for
every t € I the tangent vector ¢’(t) is orthogonal to the gradient of f computed in
o(t), and determine the oriented curvature of o as a function of the derivatives of

I
1.29. Let 0: I — R? be a regular plane curve, given in polar coordinates by
the equation r = p(6), that is,
a(0) = (p(6) cos b, p(6) sin 6)
for some function p: I — R of class C*° nowhere zero. Prove that the arc length
of o is given by
0
sO)= [ VTR,
0o
and that the oriented curvature of o is
2(0')* = pp" + p*
3/2 °
(0 + (0)2)"
1.30. Let o: (0,+00) — R® be the curve given by o(t) = (t,2t,t*). Prove

that o is a regular curve whose support is contained in a plane, and compute the
curvature of o at each point.

/2::

1.31. Determine the arc length, the curvature and the torsion of the curve
o: R — R? defined by o(t) = (a cosh t,b sinh t,at). Prove that, if a = b= 1, then
the curvature is equal to the torsion for every value of the parameter.

1.32. Let 0: R — R? be the mapping defined by
o(t) = (2V2t —sin t,2v/2sin t +t,3cos t) .
Prove that the curve defined by o is a circular helix (up to a rigid motion of R?).

1.33. Consider a plane curve o: I — R? parametrized by arc length. Prove
that if the vector Oo(s) forms a constant angle § with the tangent versor ¢(s) then
o is a logarithmic spiral (see Problem 1.4).

1.34. Let o: [a,b] — R® be a curve of class at least C?.

(i) Show that if the support of o is contained in a plane through the origin
then the vectors o, ¢/, and ¢” are linearly dependent.

(ii) Show that if the vectors o, ¢/, and ¢’ are linearly dependent but the
vectors o, o’ are linearly independent then the support of o is contained
in a plane through the origin.

(iii) Find an example in which o and ¢’ are linearly dependent but the support
of ¢ is not contained in a plane through the origin.
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FRENET FRAME AND OSCULATING PLANE

1.35. Let 0: R — R? be the curve o(t) = (ef,e*, ). Find the values of t € R
for which the tangent vector o’(t) is orthogonal to the vector v = (1,2, 3).

1.36. Let o: R — R® be the curve o(t) = ((4/5) cost,1 —sin ¢, —(3/5) cos t).
Determine the Frenet frame of o.

1.37. Let 0: R — R? be the plane curve parametrized by o(t) = (t, 3t%).
Determine the curvature of o and study the values of the parameter for which it is
zero. Determine the normal versor and the oriented normal versor, wherever they
are defined.

1.38. Let 0: I — R? be a curve of class at least C2. Show that the vector o
is parallel to the osculating plane and that its components along the vectors t and
n are ||o’|| and k||o’||?, respectively.

If o is biregular, show that the osculating plane in o(t) is the plane through o(t)
and parallel to ¢’ and ¢”. So, the equation of the osculating plane is given by
(o' (to) No"(to), & — o(tg)) = 0.

1.39. Let o be a curve such that all its affine tangent lines pass through a given
point. Show that if o is regular then its support is contained in a straight line, and
find a counterexample with a non-regular o (considering the tangent lines only in
the points of the curve where they are defined).

1.40. Let o: R — R? be a Jordan arc of class C2, not necessarily regular, such
that all its affine tangent lines pass through a given point P. Show that the support
of o is contained in a straight line, and find a counterexample with a Jordan arc
not of class C? (considering the tangent lines only in the points of the curve where
they are defined).

1.41. Let o: [a,b] — R® be a biregular curve such that all its affine normal line
pass through a given point. Show that the support of ¢ is contained in a circle.

1.42. Consider the curve o: R — R given by o(t) = (¢, (1/2)t2, (1/3)t*). Show
that the osculating planes of o in three different points o(t1), o(t2), o(t3) intersect
in a point belonging to the plane generated by the points o(t1), o(t2) and o(¢3).

1.43. Show that the binormal vector to a circular helix parametrized as in
Example 1.8 forms a constant angle with the axis of the cylinder containing the
helix.

1.44. Show that the curve o: R — R® parametrized by
o(t) = (t+ /3 sin t,2 cos t,V/3t —sin t),
is a circular helix (up to a rigid motion of R?).
1.45. Let 4: R — R® be the curve parametrized by t — v(t) = (t, At?, Bt"),

where A, B > 0 are real numbers and n > 1 is an integer.

(i) Determine a map 7: R — R?® such that n(t) is the intersection point
between the affine tangent line to v in (t) and the plane z = 0.
(ii) Find conditions on A, B, n in order for 7) to be a regular curve.
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FIGURE 8. Generalized helix o(t) = (cost, sin(2¢),t)

FRENET-SERRET FORMULAS

1.46. Determine the curvature and the torsion at each point of the curve
o: R — R® parametrized by o(t) = (3t — t3, 3t2, 3t + t3).

1.47. Determine the curvature, the torsion, and the Frenet frame of the curve
o: R = R? given by o(t) = (a(t —sin t),a(l — cos t), bt).

1.48. Given a function #: I — R of class C*, prove that there exists a unique
(up to plane rigid motions) regular curve o: I — R? of class C*+2 parametrized by
arc length having oriented curvature <.

1.49. Generalized helices. Let 0: I — R? be a biregular curve parametrized
by arc length. Prove that the following assertions are equivalent:

(i) there exist two constants a, b € R, not both zero, such that ax + br = 0;
) there exists a nonzero versor 7y such that (t, %) is constant;
(iii) there exists a plane 7 such that 7i(s) € = for all s € I;
) there exists a nonzero versor ¥ such that (5, Uo) is constant;
) there exist 6 € (0,7) \ {w/2} and a biregular plane curve parametrized by
arc length 7: Jy — R®, where Jy = (sin)I, such that

o(s) = n(ssinf) + scos 95,7

for all s € I, where B;, is the (constant!) binormal versor of #;

(vi) the curve o has a parametrization of the form o(s) = n(s) + (s — so)7,
where 1 is a plane curve parametrized by arc length, and v is a vector
orthogonal to the plane containing the support of 7.

A curve o satisfying any of these equivalent conditions is called (generalized) heliz;
see Fig. 8. Finally, write the curvature, the torsion and the Frenet frame of o as
functions of the curvature and of the Frenet frame of 7.

[Hint: if T/Kk = c is constant, set ¢ = <% and 3jy(s) = cosat(s) + sinaii(s) and
prove that 7 is constant.]
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1.50. Check for which values of the constants a, b € R the curve o: R — R3
parametrized by o(t) = (at,bt?,t3) is a generalized helix.

1.51. Let o: I — R? be a biregular curve parametrized by arc length. Prove
that x = +7 if and only if there exists a nonzero versor ¥ such that (f,7) = (b, 7).
Prove furthermore that, in this case, <f, ¥) is constant.

1.52. Let 0: R — R® be the curve o(t) = (14cost,sint, 2sin(t/2)). Prove that
o is not a plane curve and that its support is contained in the sphere with radius
2 and center at the origin.

1.53. Let o: [a,b] — R? be a biregular curve parametrized by arc length. Show
that
d3o
ds®
1.54. Let o: I — R? be a biregular curve parametrized by arc length having
tangent versor t, and for every € # 0 set 0. = 0 + t. Prove that o. always is a
regular curve, and that the normal versor of o is always orthogonal to the normal
versor of o if the curvature k of ¢ is of the form

/i(S) — c(e25/s _ 6262)_1/2

for some constant 0 < ¢ < 1/e.

= K2+ ki + KTD .

1.55. Let o: I — R? be a biregular curve parametrized by arc length, having
constant curvature kg > 0. Prove that the support of ¢ is contained in a sphere
with radius R > 0 if and only if kg > 1/R and 7 = 0.

1.56. Let o: I — R® and a: I — R® be two different biregular curves param-
etrized by arc length, having equal affine binormal lines in the points corresponding
to the same parameter. Prove that the curves o and « are plane.

1.57. Determine curvature and torsion of the biregular curve o: (0, +00) — R?

defined by o(t) = (2t, 1;77521‘/’ %)

1.58. Determine curvature and torsion of the regular curve o: R — R* defined
by o(t) = (cos t,sin t,2sin £).

1.59. The Darboux vector Let o: I — R be a biregular curve parametrized
by arc length. The vector d(s) = 7(s)t(s) + r(s)b is called the Darboux vector at

o(s). Show that d satisfies £ = d AT, it =d A i, b=dAb.

1.60. Let o: I — R® be a regular curve parametrized by arc length, having
nowhere zero curvature s and torsion 7; let so € I be fixed. For every € € R let
v%: I — R® be the curve given by 4°(t) = o(t) +& b(t), where {t,n, b} is the Frenet
frame of . Denote by t°, n° e b® the tangent, normal and binormal versors of ¢,
and by k¢, 7¢ the curvature and the torsion of 4¢. Prove that:

(i) ~° is always a biregular curve;
(ii) o is a plane curve if and only if b® = £b;
(iii) o is a plane curve if and only if t = t if and only if n® = n.

1.61. Bertrand curves. Two biregular curves o, o1: I — R3, having normal
versors 1 and i, respectively, are called Bertrand curves if they have the same
affine normal line at every point. In particular, possibly modifying the orientation,
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it is always possible to assume that 7 = 71, that is, that the curves have the same
normal versors.

(i) Show that if ¢ and o; are the parametrizations by arc length of two
Bertrand curves then there exists a real-valued function a: I — R such
that oy = o + af.

(ii) Show that the distance between points corresponding to the same param-
eter of two Bertrand curves is constant, that is, the function « in (i) is
constant.

(iii) Show that the angle between the tangent lines in two corresponding points
of two Bertrand curves is constant.

(iv) Show that if o and oy are biregular Bertrand curves with never vanishing
torsion then there exist constants a € R, b € R* such that x + ar = b,
where x and 7 are the curvature and the torsion of o.

(v) Prove the converse of the previous statement: if o is a curve having curva-
ture x and torsion 7, both nowhere zero, such that x + a7 = b for suitable
constants a € R and b € R*, then there exists another curve oq such that
o and o are Bertrand curves.

(vi) Show that if o is a biregular curve with nowhere zero torsion rthen o is
a circular helix if and only if there exist at least two curves o7 and oy
such that o and o; are Bertrand curves, for ¢ = 1, 2. Show that, in this
case, there exist infinitely many curves & such that ¢ and ¢ are Bertrand
curves.

(vii) Prove that if two Bertrand curves o and oy have the same binormal versor
then there exists a constant a > 0 such that a(k? + 72) = k.

THE FUNDAMENTAL THEOREM OF THE LOCAL THEORY OF
CURVES

1.62. Find a plane curve, parametrized by arc length s > 0, with curvature
k(s) = 1/s. Do the same with the oriented curvature &(s) = 1/s instead of the
usual curvature.

1.63. Compute the curvature of the catenary o: R — R? parametrized by
o(t) = (acosh (t/a),t), where a is a real constant.

1.64. Given a > 0, determine a curve having curvature and torsion given re-
spectively by x(s) = 4/1/2as and 7(s) = 0 for s > 0.

1.65. Compute curvature and torsion of the curve o: R — R® parametrized by
o(t) = e(cost,sint, 3).

1.66. Regular curves with nonzero constant torsion. We know from
Example 1.37 and Problem 1.7 that the circular helix is characterized by having
both curvature and torsion constant (and both nonzero, except for the degenerate
case with support contained in a plane circle). The aim of this exercise is to study
biregular curves having nonzero constant torsion in R?.

(i) Show that if o is a biregular curve having constant torsion 7 = a then

—

o(t)y=a! /tf b(s) A Bds.
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Moreover, prove that the vectors l;, 5, and b are linearly independent for
all values of the parameter.

(ii) Consider, on the other hand, a function f: I — R? of class at least C2,
having values in the unitary sphere (that is, ||f|| = 1), and such that
the vectors f(A), f/(A), and f”(X\) are linearly independent for all A € I.
Consider the curve o: I — R® given by

o) =a t'fu) AP ()N,

for some nonzero constant a and a fixed value ty € I. Show that o is

regular and that it has constant torsion 7 = a~'.

EVOLVENT, EVOLUTE, INVOLUTE

DEFINITION 1.E.1. Let o: I — R? be a biregular plane curve, parametrized by
arc length. The plane curve 8: I — R? parametrized by

Bs) = ols) + —

is the evolute of o. Now let o: I — R? be a regular plane curve, parametrized by
arc length. A curve 6: I — R? (not necessarily parametrized by arc length) is an
involute (or evolvent) of o if 5(s) is parallel to 6(s) — o(s) and orthogonal to &'(s)
for all s € 1.

1.67. Show that the affine normal line to a biregular plane curve o: I — R? at
the point o(s) is equal to the affine tangent line of its evolute 8 at the point 3(s).
In particular, the affine tangent line to the evolute at §(s) is orthogonal to the
affine tangent line to the original curve at o(s).

1.68. Show that the evolute of the catenary o(t) = (¢, cosh t) is parametrized
by B(t) = (t — sinh ¢t cosh ¢,2 cosh t).

1.69. Find the evolute 3 of the curve o(t) = (cos® ¢,sin® ).

1.70. Given a > 0 and b < 0, find the evolute of the logarithmic spiral
parametrized by o(t) = (ae’ cos t, ae’ sin t).

1.71. Prove that any biregular plane curve o is an involute of its evolute.
Moreover, prove that any couple of involutes of o are Bertrand curves (see Exercise
1.61).

1.72. Let o: I — R® be a regular curve parametrized by arc length. For ¢ € R,
define o.: I — R® by 0.(s) = o(s) + (¢ — s)d(s) for all s € I.
(i) Prove that a curve 6: I — R® is an involute of & if and only if there exists
¢ € R such that 6(s) = o.(s) for all s € I.
(ii) Assume that o is biregular and prove that the involute o, is biregular for
all values of s # c.Prove, moreover, that the tangent versor of o, in o.(s)
is parallel to the normal versor of ¢ in o(s) and, in general, o, is not
parametrized by arc length.

(iii) Assume that o is biregular and prove that the curvature of an involute o,
N

=BGk in terms of the curvature x and the torsion 7 of o.

is given by



EXERCISES 41

(iv) Let o be the circular helix, as in the Example 1.22. Prove that each
involute o, of ¢ is a plane curve.

(v) Determine the involute of the catenary o(t) = (¢, cosh ¢) and of the circle
o1(t) = (rcost,rsint).

1.73. Let o: I — R? be a biregular curve parametrized by arc length and let
& = 0 — Kk~ 'n, where n is the normal versor of o. Prove that if ¢ is an involute
of &, then o is a plane curve.

SPHERICAL INDICATRICES

1.74. Let o: I — R? be a regular curve of curvature x. Prove that #: I — R3
is regular if and only if o is biregular, and that the arc length of ¢ is an arc length
for ¢ as well if and only if x = 1.

1.75. Let o: I — R be a biregular curve of curvature s and torsion 7. Denote
by s the arc length of o, and by s; the arc length of the normal curve 7: I — R3.
Prove that ds;/ds = VK2 4 72.

1.76. Let o: R — R? be the circular helix given by o(t) = (r cost,r sint, at).
Prove that its tangent versor ¢: R — R? is a circle with center on the z-axis, and
compute its radius of curvature.

1.77. Let 0: I — R® be a biregular curve. Prove that if the support of its
tangent versor ¢: I — R? is a circle then o is (up to a rigid motion of R?’) a circular
helix.

1.78. Let o: I — R? be a biregular curve. Show that the tangent vector at a
point of the tangent curve i: I — R® to ¢ is parallel to the affine normal line at
the corresponding point of o.

1.79. Let 0: I — R? be a biregular curve having curvature x and torsion 7.
Prove that the curvature s, of the tangent curve t: I — R of o is given by

/ 2
T
R1 = 1+?






CHAPTER 2

Local theory of surfaces

The rest of this notes is devoted to the study of surfaces in space. As we did for
the curves, we shall begin by trying to understand how best define a surface; but,
unlike what happened for curves, for surfaces it will turn out to be more useful to
work with subsets of R? that locally look like an open subset of the plane, instead of
working with maps from an open subset of R? to R?® having an injective differential.

When we say that a surface locally looks like an open subset of the plane, we
are not (only) talking about its topological structure, but (above all) about its
differential structure. In other words, it must be possible to differentiate functions
on a surface exactly as we do on open subsets of the plane: computing a partial
derivative is a purely local operation, so it is has to be possible to perform similar
operation in every object that locally looks (from a differential viewpoint) like an
open subset of the plane.

To carry out this program, after presenting in Section 2.1 the official definition
of what a surface is, in Section 2.2 we shall define precisely the family of functions
that are smooth on a surface, that is, the functions we shall be able to differentiate;
in Section 2.4 we shall show how to differentiate them, and we shall define the
notion of differential of a smooth map between surfaces. Furthermore, in Sections
2.3 and 2.4, we shall introduce the tangent vectors to a surface and we shall explain
why they are an embodiment of partial derivatives.

2.1. How to define a surface

As we did for curves, we begin by discussing the question of the correct defini-
tion of what a surface is. Our experience from the one-dimensional case suggests
two possible approaches: we might define surfaces as subsets of the space with some
properties, or we can define them as maps from an open subset of the plane to the
space, satisfying suitable regularity properties.

Working with curves we preferred this second approach, since the existence of
parameterizations by arc length allowed us to directly relate the geometric proper-
ties of the support of the curve with the differential properties of the curve itself.

As we shall see, in the case of surfaces the situation is significantly more com-
plex. The approach that emphasizes maps will be useful to study local questions;
but from a global viewpoint it will be more effective to privilege the other approach.

But let us not disclose too much too soon. Let us instead start by introducing
the obvious generalization of the notion of a regular curve:

DEFINITION 2.1. An immersed (or parametrized) surface in space is a map
p: U — R? of class €, where U C R? is an open set, such that the differential
de,: R? — R? is injective (that is, has rank 2) in every point # € U. The image
©(U) of ¢ is the support of the immersed surface.

43
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REMARK 2.1. For reasons that will become clear later (see Remark 2.22), when
studying surfaces we shall only use C'* maps, and we shall not discuss lower regu-
larity issues.

REMARK 2.2. The differential de, of ¢ = (@1, ¢2,¢3) in x € U is represented
by the Jacobian matrix

201 (x)  Ber(x)
Jaco (2) = |222(x) 222(z)| € M2 (R).

(N

xr
522(z) G2(x)

As for curves, in this definition the emphasis is on the map rather than on its
image. Moreover, we are not asking for the immersed surfaces to be a homeomor-
phism with their images or to be injective (see Example 2.1); both these properties
are nevertheless locally true. To prove this, we need a lemma, somewhat technical
but extremely useful. In turn, the proof of the lemma will depend on a classical
Differential Calculus theorem (see [3, p. 140]):

QD Q|

THEOREM 2.1 (Inverse function theorem). Let F': & — R" be a map of class
Ck, with k € N* U {co}, where Q is an open subset of R™. Let py € Q be such
that det Jac F'(po) # 0, where Jac F' is the Jacobian matriz of F. Then there ex-
ist a meighborhood U C Q of po and a neighborhood V- C R"™ of F(po) such that
Fly: U — V is a diffeomorphism of class C*.

LEMMA 2.1. Let p: U — R® be an immersed surface, where U C R? is open.
Then for all zo € U there exist an open set Q@ C R® of (x,0) € U x R, an
open neighborhood W C R? of o(z0), and a diffeomorphism G: Q — W such that
G(z,0) = ¢(x) for all (z,0) € 2N (U x {0}).

PROOF. By definition of immersed surface, the differential in zy of the map
© = (1, 2, 3) has rank 2; so the Jacobian matrix of ¢ computed in xo has a 2 x 2
minor with nonzero determinant. Up to reordering the coordinates, we may assume
that this minor is obtained by discarding the third row, that is, we can assume that

det <8%(x0)> #0.
Ox; i,5=1,2
Let then G: U x R — R? be given by
G(.Tl,.]fgﬂf) = QD(Z'l,QL‘Q) + (O’Oat) 5

note that if to find the minor with nonzero determinant,we had discarded the j-th
row, then G would be defined by adding t€; to ¢, where €} is the j-th vector of the
canonical basis of R

Clearly, G(x,0) = ¢(z) for all x € U, and

det Jac G (xp,0) = det <a%(x0)> #0;
D ij=1,2

So the inverse function theorem (Theorem 2.1) gives us a neighborhood Q C U x R
of (xg,0) and a neighborhood W C R? of ¢(x) such that G|q is a diffeomorphism
between 2 and W, as required. O

In particular, we have
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FIGURE 1

COROLLARY 2.1. Let ¢: U — R? be an immersed surface. Then every xg € U
has a neighborhood Uy C U such that ¢|y, : Uy — R3 is a homeomorphism with its
image.

PROOF. Let G:  — W be the diffeomorphism provided by the previous
lemma, m: R® — R? the projection on the first two coordinates, and set

Ulzﬂ(ﬂﬂ(UX{O})) .

Then ¢(z) = G(z,0) for all © € Uy, and so ¢|y, is a homeomorphism with its
image, as required. ([l

However, it is important to remember that, in general, immersed surfaces are
not homeomorphisms with their images:

EXAMPLE 2.1. For U = (—1,4+00) x R, let ¢: U — R? be given by
3z 3z
p(z,y) = —Y ;

1423 1+

see Fig. 1. It is easy to verify that ¢ is an injective immersed surface, but is not a
homeomorphism with its image, as ¢((—1,1) x (—1,1)) is not open in ¢(U).

A careful consideration of the material seen in the previous chapters will show
that the approach based on defining a curve as an equivalence class of maps was
effective because of the existence of a canonical representative element defined from
such a fundamental geometric concept as length. The drawback (or the advantage,
depending on which half of the glass you prefer) of the theory of surfaces with
respect to the theory of curves is that for surfaces this cannot be done, and cannot
be done because of intrinsic, unavoidable reasons.

Of course, we may define two immersed surfaces p: U — R® and ¢: V — R3
to be equivalent if there exists a diffeomorphism h: U — V such that ¢ = ¢ o h.
However, the problem we face with such a definition is that the procedure we
followed in the case of curves to choose in each equivalence class an (essentially)
unique representative element does not work anymore.

In the case of curves, we have chosen a canonical representative element, the
parametrization by arc length, by using the geometric notion of length. Two equiv-
alent parametrizations by arc length have to differ by a diffeomorphism A that
preserves lengths; and this implies (see the proof of Proposition 1.4) that |h/| = 1,
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so h is an affine isometry and the parametrization by arc length is unique up to
parameter translations (and orientation changes).

In the case of surfaces, it is natural to try using area instead of length. Two
equivalent “parametrizations by area” should differ by a diffeomorphism A of open
sets in the plane that preserves areas. But Calculus experts teach us that a dif-
feomorphism h preserves areas if and only if |det Jac(h)] = 1, which is a far
weaker condition than |h'| = 1. For instance, all diffeomorphisms of the form
h(z,y) = (x + f(y)7y), where f is any smooth function of one variable, preserve
areas; so using this method there is no hope of identifying an essentially unique
representative element.

But the obstruction is even more fundamental than this. Arc length parametri-
zation works because it is a (local) isometry between an interval and the curve; on
the other hand, we shall see towards the end of Chapter 3 (with Gauss’ theorema
egregium Theorem 3.5) that, except for very particular cases, isometries between an
open set in the plane and a surface do not exist. A notion equivalent to parametriza-
tion by arc length to study the metric structure of surface cannot possibly exist.
Moreover, even the topological structure of surface is far more complex than that
of open subsets of the plane (see Remark 2.6); to try and study it by using a single
map would be hopeless.

Historically, the most successful — for its effectiveness both in dealing with
local questions and in studying global problems — definition of a surface tries, in
a sense, to take the best from both worlds. It emphasizes the support, that is,
the subset of R® considered as such; but the idea that a surface has to be a set
locally built like an open subset of the plane is made concrete and formal by using
immersed surfaces (which work well locally, as we have seen).

Enough chatting: it is now time to give the official definition of surface in space.

DEFINITION 2.2. A connected subset S C R? is a (regular or embedded) surface
in space if for all p € S there exists a map ¢: U — R? of class C°°, where U C R?
is an open subset, such that:

(a) (U) C S is an open neighborhood of p in S (or, equivalently, there exists
an open neighborhood W C R? of p in R? such that o(U) = W N S);
(b) ¢ is a homeomorphism with its image;
(¢) the differential dp, : R? — R? is injective (that is, it has maximum rank,
ie,2) forallz e U.
Any map ¢ satisfying (a)—(c) is a local (or regular) parametrization in p; if O € U
and ¢(O) = p we say that the local parametrization is centered in p. The inverse
map ¢ 1: o(U) — U is called local chart in p; the neighborhood ¢(U) of p in S
is called a coordinate neighborhood, the coordinates (z1(p),z2(p)) = ¢ '(p) are
called local coordinates of p; and, for j = 1, 2, the curve t — ¢(z, + t€;) is the j-th
coordinate curve (or line) through ¢(x,).

DEFINITION 2.3. An atlas for a regular surface S C R? is a family A = {4}
of local parametrizations ¢, : Uy — S such that S = |, ¢a(Ua).

REMARK 2.3. Clearly, a local parametrization ¢: U — R? of a surface S carries
the topology of the open subset U of the plane to the topology of the open set ¢(U)
of S, since ¢ is a homeomorphism between U and ¢(U). But to work with surfaces
it is important to keep in mind that ¢ carries another fundamental thing from U to
S: a coordinate system. As shown in Fig. 2, the local parametrization ¢ assigns to



2.1. HOW TO DEFINE A SURFACE 47

»(U)

(z,y)—p

i N
L Ju

FIGURE 2. A local parametrization

each point p € ¢(U) a pair of real numbers (z,y) = ¢~ !(p) € U, which will play the
role of coordinates of p in .S, in analogy to the role played by the usual Cartesian
coordinates for points in the plane. In a sense, choosing a local parametrization
of a surface amounts to constructing a geographical map of a part of the surface;
and this is the reason (historically too) of the use of geographical terminology
in this context. Warning: Different local parametrizations provide different local
coordinates (charts)! In the next section we shall describe the connection between
coordinates induced by different parametrizations (Theorem 2.2).

REMARK 2.4. If ¢: U — S is a local parametrization of a surface S C R3,
and x: Uy — U is a diffeomorphism, where U; is another open subset of R?
then ¢ = ¢ o x is another local parametrization of S (why?). In particular, if
p = p(xg) € S and x is the translation y(z) = x + o then ¢ = p o x is a local
parametrization of S centered at p.

REMARK 2.5. If ¢: U — S is a local parametrization of a surface S ¢ R®, and
V C U is an open subset of R? then |y also is a local parametrization of S (why?).
In particular, we may find local parametrizations with arbitrarily small domain.

As we shall see, the philosophy beneath the theory of surfaces is to use local
parametrizations to transfer notions, properties, and proofs from open subsets of
the plane to open sets of the surfaces, and vice versa. But let us see for now some
examples of surface.

EXAMPLE 2.2. The plane S € R? through py € R?® and parallel to the linearly
independent vectors 71, 7> € R? is a regular surface, with an atlas consisting of a
single local parametrization ¢: R? — R? given by o(x) = po + 101 + T20s.

EXAMPLE 2.3. Let U C R? be an open set, and f € C°°(U) an arbitrary
function. Then the graph T'y = {(z, f(z)) € R? ‘ z € U} of f is a regular surface,
with an atlas consisting of a single local parametrization ¢: U — R* given by
¢(z) = (z, f(z)). Indeed, condition (a) of the definition of a surface is clearly
satisfied. The restriction to I'y of the projection on the first two coordinates is the
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F1GURE 3. Spherical coordinates

(continuous) inverse of ¢, so condition (b) is satisfied as well. Finally,

1 0
Jacp(z)=1] 0 1
si(2) FL()

has rank 2 everywhere, and we are done.

ExXAMPLE 2.4. The support S of an immersed surface ¢ that is a homeomor-
phism with its image is a regular surface with atlas A = {¢}. In this case we shall
say that ¢ is a global parametrization of S.

ExAMPLE 2.5. We want to show that the sphere
S?={peR’||pl=1}

with center in the origin and radius 1 is a regular surface by finding an atlas. Let
U = {(z,y) € R* | 22 + y?> < 1} be the open unit disc in the plane, and define
©1,...,p6: U — R® by setting

wl(xvy) = (xay7 1 _xQ _y2> ) (,02($,y) = (J?,y,— 1 _IQ _yz) )
p3(z,y) = (w 1—962—112,3/) o palmy) = (w,— 1—x2—y2,y) ;

os(z,y) = (\/1 —x2— y2,x,y> , we(z,y) = (—\/1 — 2 — yQ,x,y) .

Arguing as in Example 2.3, it is easy to see that all the maps ¢; are local param-
etrizations of S%; moreover, 5% = @1 (U) U --- U ¢s(U), and so {¢1,...,ps} is an
atlas for S2. Note that if we omit even one of these local parametrizations we do
not cover the whole sphere.

EXAMPLE 2.6. We now describe another atlas for the sphere. Set
U={(0,0)cR*|0<0<7,0<¢<2r},
and let ¢1: U — R® be given by
»1(0,¢) = (sin 6 cos ¢, sin O sin ¢, cos ) ;

we want to prove that ¢ is a local parametrization of the sphere. The parameter
0 is usually called colatitude (the latitude is /2 — ), while ¢ is the longitude. The
local coordinates (6, ¢) are called spherical coordinates; see Fig. 3.
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First of all,
e1(U) = 5\ {(z,9,2) €R® | y = 0,2 > 0}

is an open subset of S2, so condition (a) is satisfied. Next,

cosfcos¢p —sinfsing
Jacp1(0,¢9) = |cosfsing  sinfcos¢ | ,
—sinf 0

and it is straightforward to verify that this matrix has rank 2 everywhere (since
sinf # 0 when (6,¢) € U), so condition (c) is satisfied. Moreover, if we take
an arbitrary (x,y,z) = ¢(0,¢) € p1(U), we find § = arccosz € (0,7); being
sin® # 0, we recover (cos¢,sin¢) € S! and consequently ¢ € (0,27) in terms of
xz, y and z, so ¢ is globally injective. To conclude, we should prove that ¢, is
a homeomorphism with its image (i.e., that gpfl is continuous); but we shall see
shortly (Proposition 2.3) that this is a consequence of the fact that we already
know that S? is a surface, so we leave this as an exercise (but see also Example
2.8). Finally, let @o: U — R® be given by

w2(0, @) = (—sin b cos ¢, cos§, — sin O sin ¢) .
Arguing as above, we see that 9 is also a local parametrization, with
p2(U) = 52\ {(2,9,2) €R’ [ 2= 0,0 < 0},

so {1, p2} is an atlas for S2.
Exercise 2.4 describes a third possible atlas for the sphere.

EXAMPLE 2.7. Let S C R® be a surface, and S; C S an open subset of
S. Then S; is a surface as well. Indeed, choose p € S7 and let ¢: U — R3
be a local parametrization of S at p. Then U; = ¢~ 1(S7) is open in R? and
o1 =¢|lu,: U1 — R? is a local parametrization of Sy at p.

If x: Q — R? is a diffeomorphism with its image defined on an open neighbor-
hood € of S, then x(59) is a surface. Indeed, if ¢ is a local parametrization of S at
p € S, the map x o ¢ is a local parametrization of x(S) at x(p).

EXAMPLE 2.8 (Surfaces of revolution). Let H C R® be a plane, C C H the
support of an open Jordan arc or of a Jordan curve of class C*°, and ¢ C H a
straight line disjoint from C. We want to prove that the set S C R® obtained by
rotating C' around ¢ is a regular surface, called surface of revolution having C as
its generatriz and ¢ as its azis.

Without loss of generality, we may assume that H is the plane xz, that ¢ is
the z-axis, and that C lies in the half-plane {z > 0}. If C is the support of an
open Jordan arc, we have by definition a global parametrization o: I — R? that
is a homeomorphism with its image, where I C R is an open interval. Since all
open intervals are diffeomorphic to R (Exercise 1.5), we may assume without loss
of generality that I = R. If, on the other hand, C is the support of a Jordan curve,
take a periodic parametrization o: R — R> of C. In both cases, we may write
o(t) = (a(t),0,8(t)) with a(t) > 0 for all t € R, so

S = {(a(t)cosb,a(t)sinb, B(t)) | t,0 € R} .
Define now ¢: R? — R? by setting
©(t,0) = (a(t) cos 0, a(t)sinb, 5(t)) ,
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FIGURE 4. Surfaces of revolution (whole and sections)

so that S = (R?). If we fix to € R, the curve 6 — o(to, ) is a parallel of S; it is
the circle with radius «(tg) obtained by rotating the point o(tg) around £. If we fix
0o € R, the curve t — ¢(t,0y) is a meridian of S; it is obtained rotating C by an
angle 6y around /.
Now we have
o' (t)cosf —a(t)sind
Jacp(t,0) = |d/(t)sind  «a(t)cosb
B(t) 0

So Jac ¢(t,0) has rank less than 2 if and only if

o (t)a(t) =0,
a(t)p'(t)sind =0,
a(t)p'(t)cosd =0,
and this never happens since « is always positive and o is regular. In particular, ¢
is an immersed surface having S as its support.

This, however, is not enough to prove that S is a regular surface. To conclude,
we have to consider two cases.

(a) C is not compact, and o is a global parametrization: see Fig. 4.(a). In
this case, we set ©1 = Y|rx(0,27) and Y2 = P|Rx(—nx,x); since the union
of the supports of ¢1 and 9 is S, if we prove that ¢; and s are local
parametrizations we are done. Since

e1(R x (0,2m)) = S\ {(z,y,2) ER?®|y=0,2>0}

is open in S and ¢y is the restriction of an immersed surface, to show
that ¢ is a local parametrization it suffices to prove that it is a homeo-
morphism with its image. From ¢4 (¢,6) = (x,y, z) we find B(t) = z and
a(t) = /a2 + y2. As o is injective, from this we can find a unique ¢ € I,
and hence a unique 6 € (0, 27), such that © = a(t) cos§ and y = «(t) sin 6;
thus, ¢ is invertible. Furthermore, since ¢ is a homeomorphism with its
image, the coordinate ¢ depends continuously on z and /x? + y2; if we
prove that 6 also depends continuously on (z,y, z) we have proved that
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FIGURE 5. (a) a torus; (b) a two-sheeted cone

@7 ' is continuous. Now, if (z,y,2) € S is such that y > 0 we have

Yy y/a(t) sin 6 sin(6/2) 0
0 < = = = = tan )
422 +y2 1+x/a(t) 14cosf  cos(0/2) 2
=)
0=2arctan | ——2— | € (0, )
T+ /22 +y?

depends continuously on (z,y, z). Analogously, is (z,y, z) € S is such that
y < 0 we find

§ =2r + 2arctan | — 24— € (m,2m),
T+ /2 +y?

and in this case too we are done. Finally, in order to verify that cpl_l is
continuous in a neighborhood of a point (zg,0, z) € ¢1 (R x (0, 271')) note
that xg < 0 necessarily, and that if (z,y,2) € S with z < 0 then

y y/a(t) sin 0 cos(0/2)
= = = = cotan —
V2 +y2—z l—z/a(t) 1—cosf sin(6/2) 2’

SO

—x + 22 + y2
and in this case we are done as well. The proof that @5 is a local
parametrization is completely analogous, so S is a regular surface.
C is compact, and o is a periodic parametrization with period 2r > 0;
see Fig. 4.(b). In this case set ©1 = ©|(0,2r)x(0,27)> 2 = ©|(0,2r)x (—7,7)>
p3 = @\(—r,r)x(o,%)» and p4 = @[(—pr)x(—r,m); then, arguing as in the
previous case, we immediately see that {©1, p2, @3, @4} is an atlas for S.

0 = 2 arccotan (y) € (n/2,3m/2),

Another way to prove that surfaces of revolution are regular surfaces is outlined in
Exercise 2.23.

EXAMPLE 2.9. A torus is a surface obtained by rotating a circle around an axis
(contained in the plane of the circle) not intersecting it. For instance, if C' is the
circle with center (zo,0, z9) and radius 0 < 9 < |zo| in the xz-plane, then the torus
obtained by rotating C' around the z-axis is the support of the immersed surface
p: R? — R? given by

©(t,0) = ((rcost + xg) cos b, (rcost + xo) sinh,rsint + z9) ;
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see Fig. 5.(a).

EXAMPLE 2.10. Let us see now an example of a subset of R® that is not a
regular surface. The two-sheeted (infinite) cone is the set

S={(x,y,2) R’ |2® + 3 =27}

see Fig. 5.(b). The set S cannot be a regular surface: indeed, if the origin O € S
had in S a neighborhood homeomorphic to an open subset of the plane, then S\{O}
should be connected (why?), but this is not the case. We shall see shortly (Example
2.13) that the one-sheeted infinite cone S N {z > 0} is not a regular surface too,
whereas either connected component of S\ {O} is (Exercise 2.9).

REMARK 2.6. We can now show that there are non-compact surfaces that can-
not be the support of a single immersed surface which is also a homeomorphism
with its image. In other words, there exist non-compact regular surfaces not home-
omorphic to an open subset of the plane. Let S € R® be the non-compact surface
obtained by removing a point from a torus (Examples 2.7 and 2.9). Then S con-
tains Jordan curves (the meridians of the torus) that do not disconnect it, so it
cannot be homeomorphic to an open subset of the plane without contradicting the
Jordan curve theorem: the complement of a closed simple curve in the plane is not
connected.

We give now a general procedure for building regular surfaces. Let us begin
with a definition:

DEFINITION 2.4. Let V C R" be an open set, and F': V — R™ a C* map. We
shall say that p € V' is a critical point of F' if dF,: R™ — R™ is not surjective. We
shall denote the set of critical points of F' by Crit(F). If p € V is a critical point
F(p) € R™ will be called a critical value. A point y € F(V) C R™ that is not a
critical value is a regular value.

REMARK 2.7. If f: V — R is a C*™ function defined on an open subset V' C R"
and p € V then df,: R"™ — R is not surjective if and only if it is everywhere zero.
In other words, p € V is a critical point of f if and only if the gradient of f is zero
in p.

REMARK 2.8. In a very precise sense, almost every point of the image of a C'**°
map is a regular value. Indeed, it can be shown that if F': V — R™ is a function of
class C°°, where V is an open subset of R™, then the measure of the set of critical
values of F' in R™ is zero (Sard’s theorem).

The previous remark explains the vast applicability of the following result (see
also Exercise 2.9):

PROPOSITION 2.1. Let V' C R? be an open set, and f € C®(V). Ifa € R is a
regular value of f then every connected component of the level set

fHa)={peV|flp)=a}
is a regular surface.

PRrROOF. Let py = (z0,%0,20) € f '(a). Since a is a regular value for f, the
gradient of f is not zero in pg; so, up to permuting the coordinates, we may assume



2.1. HOW TO DEFINE A SURFACE 53

NS,
WY

B
\:\\\\

Two-sheeted hyperboloid

Elliptic paraboloid
Hyperbolic paraboloid
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that Of /0z(po) # 0. Let now F: V — R? be given by F(z,vy,2) = (z,y, f(z,y,2)).
Clearly,

det Jac F(po) = 22 (po) #0.

Thus we may apply the inverse function theorem (Theoren~1 2.1) to get neighbor-
hoods V' C V of py and W C R® of F(py) such that F|: V — W is a diffeomor-
phism. Setting G' = (g1, g2, 93) = F~! we have

(u,v,w) = F o G(u,v,w) = (gl(u,v,w),gg(u,v,w),f(G(u,v,w))) .
So g1(u,v,w) = u, g2(u,v,w) = v, and
(20)  V(u,v,w) €W f(Gu,v,w)) =w .

Clearly, the set U = {(u,v) € R* | (u,v,a) € W} is an open subset of R?, and we
may define ¢: U — R® with

p(u,v) = G(u,v,a) = (u,v,gg(u,v,a)) )

By (20), we know (why?) that o(U) = f~'(a) NV, and it is straightforward to
verify that ¢ is a local parametrization of f~1(a) at po. a

DEFINITION 2.5. Let V' C R® be an open set and f € C*(V). Every component
of f~1(a), where a € R is a regular value for f, is a level surface of f.

ExAMPLE 2.11. The ellipsoid having equation

1’2 y2 Z2

with a, b, ¢ > 0 is a regular surface. Indeed, it is of the form f~1(1), where
f:R® = Ris given by
22 2 22
f(xayaz)zﬁ‘i‘bj‘i‘cj-
Since Vf = (2m/a2, 2y /b2, 22/02), the only critical point of f is the origin, the only
critical value of f is 0, and so f~1(1) is a level surface.
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EXAMPLE 2.12. More in general, a quadric is the subset of R® of the points
that are solutions of an equation of the form p(x,y,z) = 0, where p is a poly-
nomial of degree 2. Not all quadrics are regular surfaces (see Example 2.10 and
Problem 2.4), but the components of those that are provide a good repertory of
examples of surfaces. Besides the ellipsoid, we have the two-sheeted (or elliptic)
hyperboloid of equation (x/a)?+ (y/b)? — (2/c)? +1 = 0, the one-sheeted (or hyper-
bolic) hyperboloid of equation (x/a)?*+ (y/b)*—(z/c)>—1 = 0, the elliptic paraboloid
having equation (x/a)?+ (y/b)? — z = 0, the hyperbolic paraboloid having equation
(z/a)? — (y/b)? — z = 0, and cylinders having a conic section as generatrix (see
Problem 2.3). Fig. 6 shows some quadrics.

We end this section with two general results.

PROPOSITION 2.2. Ewvery regular surface is locally a graph. In other words, if
S c R? is a regular surface and p € S then there exists a local parametrization
w: U — S in p of one of the following forms:

(m,y,f(sc,y)) y or
o(x,y) = § (2, f(z,9),y), or
(f(x,y),ai,y) )

for a suitable f € C>®(U). In particular, there is always an open neighborhood
Q CR3 of S such that S is closed in .

PROOF. Let ¥ = (¢1,12,%3): Ul — R® be a local parametrization centered
at p. Up to permuting coordinates, we may assume that

oy, )
det [ 2220 0:
) ( )

so, setting F' = (11,12) we may find a neighborhood V' C U of O and a neighbor-
hood U C R? of F(O) such that F|y: V — U is a diffeomorphism. Let F~1: U — V
be the inverse map, and set f = 3 0 F~1: U — R. Since we have F o F~! =idy,
we get

Yo Ft(u,v) = (u,v,f(u,v)) ,
so p =1 o F~1: U — R?is a local parametrization of S at p of the required form.
Finally, for allp € S'let W, C R? be an open neighborhood of p such that W,NSisa

graph. Then W;,NS is closed in W), and so S is closed (why?) in Q = (J,cs Wp. O

The converse of this result holds too: every set that is locally a graph is a
regular surface (Exercise 2.11).

ExXAMPLE 2.13. The one-sheeted infinite cone

S={(z,y,2) R’ | 2= Va2 + 42}

is not a regular surface. If it were, it should be the graph of a C*° function in a
neighborhood of (0,0,0). As the projections on the xzz-plane and yz-plane are not
injective, it should be a graph over the zy-plane; but in this case it should be the
graph of the function /x2 + 32, which is not of class C*°.

And at last, here is the result promised in Example 2.6:

PROPOSITION 2.3. Let S C R® be a reqular surface, U C R? an open subset,
and ¢: U — R3 an immersed surface with support contained in S. Then:
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(i) »(U) is open in S;

(ii) if o is injective then for all p € @(U) there exist a neighborhood W C R?
of p in R® with WS C p(U), and a map ®: W — R? of class C™ such
that ®(W) C U and ®|lwns = ¢ wns. In particular, o= : p(U) — U
s continuous, so @ is a local parametrization of S.

PROOF. Let p = ¢(zo,y0) € ©(U). As S is a surface, we can find a neighbor-
hood Wy of p in R? such that Wy N S is a graph; to fix ideas, say that Wy NS is
the graph over the zy-plane of a function f. If 7: R® — R? is the projection on
the zy-plane, set Uy = o~} (Wy) C U and h = 7o @: Uy — R?. For (z,y) € Uy we
have @3(z,y) = f(p1(2,9), ¢2(2,y)), and so the third row of the Jacobian matrix
of ¢ in (z,y) is a linear combination of the first two. Since the differential of ¢ is
supposed to have rank 2 everywhere, it follows that the first two rows of the Jaco-
bian matrix of ¢ have to be linearly independent, and so Jac h(z,y) is invertible.
The inverse function theorem (Theorem 2.1) then yields a neighborhood Uy C Uy of
(20,90) and a neighborhood V; C R? of h(zo,yo) = m(p) such that h|y,: U3 = V3
is a diffeomorphism. In particular, o(U;) = ¢ o h\,}ll(Vl) = (7|snw,) " 1(V1) is open
in S, so ¢(U) is a neighborhood of p in S. Since p is arbitrary, it follows that ¢(U)
is open in S, and (i) is proved.

Suppose now that ¢ is injective, so ¢~ 1: @(U) — U is defined. As ¢(U)
is open in S, up to restricting Wy we may assume that Wy NS C p(U). Set
W =Wonna=(V;) and & = h|,}11 o m; to complete the proof of (ii) it remains to
show that ®|wns = 0 ' wns-

Let g € WNS. As g € Wy N~ 1(V}), we can find a point (u,v) € V; such
that ¢ = (u,v,f(u,v)). On the other hand, being ¢ € ¢(U) there is a unique
point (z,y) € U such that ¢ = ¢(z,y). But then (u,v) = w(q) = h(z,y); so
(z,y) = h|L_,11 (u,v) € Uy and ¢~ (q) = (z,y) = h|L_,11 om(q) = ®(q), as required. O

In other words, if we already know that S is a surface, to verify whether a map
¢: U — R? from an open subset U of R? to S is a local parametrization it suffices
to check that ¢ is injective and that dy, has rank 2 for all x € U.

REMARK 2.9. The previous proposition and Lemma 2.1 might suggest that
a claim along the following lines might be true: “Let ¢: U — R® be an injec-
tive immersed surface with support S = ¢(U). Then for all p € ¢(U) we can
find a neighborhood W c R? of p in R® and a map ®: W — R? of class C™
such that ®(W) C U and ®|wns = ¢ wns. In particular, o=1: o(U) — U is
continuous, and S is a regular surface.” We have even a “proof” of this claim:
“Since, by assumption, ¢ is an immersed surface, we may apply Lemma 2.1. Let
p = (xo) € (U), and G: Q& — W the diffeomorphism provided by Lemma 2.1;
up to restricting €2, we may also assume that Q = Uy x (—6,4), where § > 0 and
U, C U is a suitable neighborhood of zy. Then ® = 7 o G~!, where 7: R? — R?
is the projection on the first two coordinates, is as required. Indeed, for all
q € WnNe(U) the point G71(q) = (y,t) € Q is the only one satisfying G(y,t) = q.
But G(¢7(9),0) = ¢(¢7'(q)) = ¢, s0o G7*(q) = (¢7*(q),0), and we are done.”
However, the claim is false and this proof is wrong.

The (subtle) error in the proof is that if ¢ € W N ¢(U) then ¢~1(q) does
not necessarily belong to Uy, and so (gp’l(q),()) does not belong to the domain
of G; hence we cannot say that G(@*l(q),O) = cp(ga’l(q)) = q or deduce that
G q) = (gp’l(q), 0). Of course, the claim might be true even if this particular
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proof is wrong. But the claim is false indeed, and in Example 2.14 you’ll find a
counterexample.

Summing up, we may deduce the continuity of the inverse of a globally injective
immersed surface ¢ only if we already know that the image of ¢ lies within a regular
surface; otherwise, it might be false.

EXAMPLE 2.14. Let ¢: (—1,400) x R — R? be the immersed surface of Exam-
ple 2.1. We have already remarked that ¢ is an injective immersed surface that is
not a homeomorphism with its image, and it is immediate to notice that its support
S is not a regular surface, since in a neighborhood of the point (0,0,0) € S none
of the three projections on the coordinate planes is injective, and so S cannot be
locally a graph.

2.2. Smooth functions

Local parametrizations are the tool that allows us to give concrete form to the
idea that a surface locally resembles an open subset of the plane; let us see how to
use them to determine when a function defined on a surface is smooth.

DEFINITION 2.6. Let S C R® be a surface, and p € S. A function f: S — R
is of class C'*° (or smooth) at p if there exists a local parametrization ¢: U — S
at p such that fop: U — R is of class C* in a neighborhood of ¢ ~!(p). We shall
say that f is of class C* (or smooth) if it is so at every point. The space of C'*°
functions on S will be denoted by C'*°(S).

REMARK 2.10. A smooth function f: S — R is automatically continuous.
Indeed, let I C R be an open interval, and p € f~1(I). By assumption, there is
a local parametrization p: U — S at p such that f o ¢ is of class C*° (and thus
continuous) in a neighborhood of ¢! (p). Then (f o ) ~'(I) = ¢ }(f'(1)) is a
neighborhood of ¢~!(p). But ¢ is a homeomorphism with its image; so f=1(I)
has to be a neighborhood of ¢(¢~!(p)) = p. Since p was arbitrary, it follows that
f71(I) is open in S, and so f is continuous.

A possible problem with this definition is that it might depend on the partic-
ular local parametrization we have chosen: a priori, there might be another local
parametrization v at p such that f o4 is not smooth in ~!(p). Luckily, the
following theorem implies that this cannot happen.

THEOREM 2.2. Let S be a surface, and let p: U — S, ¢: V — S be two local
parametrizations with Q = o(U) N (V) # &. Then the map

h = (p_l o ¢|w*1(9)1 ’(/J_l(Q) — Lp_l(Q)
s a diffeomorphism.

PROOF. The map h is a homeomorphism, as it is a composition of homeomor-
phisms; we have to show that it and its inverse are of class C™°.

Let 20 € ¢~1(Q), yo = h(zo) € ¢~ H(Q), and p = 9(x9) = ¢(yo) € Q. Propo-
sition 2.3 provides us with a neighborhood W of p € R® and a map ®: W — R?
of class C* such that ®|wns = ¢~ !. Now, by the continuity of 1, there is a
neighborhood V; C 9~1(Q) of o such that ¢(V;) C W. Then hly, = ® o 1|y,
and so h is of class C* in xy. Since xg is an arbitrary element, h is of class C'*°
everywhere. In an analogous way it can be proved that h~! is of class C°°, and so
h is a diffeomorphism. O
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COROLLARY 2.2. Let S C R? be a surface, f: S — R a function, andp € S. If
there is a local parametrization ¢: U — S at p such that f o ¢ is of class C* in a
neighborhood of ¢~ (p), then f o is of class C°° in a neighborhood of 1= (p) for
all local parametrization v: V. — S of S at p.

PrOOF. We may write

fo=(fop)ol(ptoy),
and thus the previous theorem implies that f o) is of class C*° in a neighborhood
of 9~1(p) if and only if f o ¢ is of class C* in a neighborhood of ¢ ~1(p). O

So the being smooth on a surface is a property of the function, and does not
depend on local parametrizations; to test whether a function is smooth we may use
an arbitrary local parametrization.

Using the same approach, we may define the notion of smooth map between
two surfaces:

DEFINITION 2.7. If S1, S € R® are two surfaces, we shall say that a map
F: S1 — Syis of class C* (or smooth) at p € S if there exist a local parametriza-
tion ¢1: Uy — Sp in p and a local parametrization ps: Us — Ss in F(p) such
that ;' o F oy is of class C°° (where defined). We shall say that F is of class
C*> (or smooth) if it so at every point. If F' is of class C* and invertible with
inverse of class C'°° we shall say that F' is a diffeomorphism, and that S; and S
are diffeomorphic.

REMARK 2.11. The notion of smooth map defined on an open subset of R"
with values in a surface, or from a surface with values in R", can be introduced in
an analogous way (see Exercise 2.20).

It is easy to prove that the definition of smooth map does not depend on
the local parametrizations used (Exercise 2.39), that smooth maps are continuous
(Exercise 2.38), and that a composition of smooth maps is smooth:

ProrosITION 2.4. If F: S1 — Ss and G: Sy — S3 are smooth maps between
surfaces, then the composition G o F: S1 — S3 is smooth as well.

ProoF. Fix p € S7 and choose an arbitrary local parametrization ¢;: U3 — S;
of S1 at p, a local parametrization po: Us — Sy of Sy at F(p), and a local
parametrization ¢3: U3 — S3 of S3 at G(F(p)) Then

g3 0(GoF)opr=(p3 0Gows)o(p; oFogp)
is of class C*° where defined, and we are done. ([

EXAMPLE 2.15. A local parametrization ¢: U — ¢(U) C S is a diffeomorphism
between U and ¢(U). Indeed, first of all, it is invertible by definition. Next, to
test the differentiability of ¢ and ¢! we can use the identity map id as local
parametrization of U, and ¢ itself as local parametrization of S. So it suffices to
verify that ¢! o ¢ oid and id o~ o ¢ are of class C*°, which is straightforward.

EXAMPLE 2.16. If U € R™ is open and F: U — R? is a €™ map whose image
is contained in a surface S then F' is of class C°° as an S-valued map as well.
Indeed, let ¥ be a local parametrization at a point p € F(U); Proposition 2.3 tells
us that there exists a function ¥ of class C*° defined in a neighborhood of p such
that v~ o F = Wo F, and the latter composition is of class C>.
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EXAMPLE 2.17. If § C R? is a surface, then the inclusion ¢: S < R? is of class
C®. Indeed, saying that ¢ is of class C™ is exactly equivalent (why?) to saying
that local parametrizations are of class C* when considered as maps with values
in R3.

EXAMPLE 2.18. If QO C R? is an open subset of R? that contains the sur-
face S, and f € C™(Q), then the restriction f = f|g is of class C°° on S. Indeed,

fop= foyisof class C* for every local parametrization .

Actually, it is possible to prove that the previous example provides all C*
functions on a surface S. However, for our purposes, it is sufficient a local version
of this result:

PROPOSITION 2.5. Let S C R® be a surface, and take p € S. Then a func-
tion f: S — R is of class C>° at p if and only if there exist an open neighborhood
W CR3 of p in R® and a function f € C>(W) such that flwns = flwns-

PROOF. One implication is given by Example 2.18. For the converse, suppose
that f is of class C*° at p, and let ¢: U — S be a local parametrization centered
at p. Proposition 2.3.(ii) provides us with a neighborhood W of p in R? and a map
d: W — R? of class O such that ®(W) C U and ®ywns = ¢ !wns. Then the
function f = (f o @) o ® € C=(W) is as required. O

2.3. Tangent plane

We have seen that tangent vectors play a major role in the study of curves.
In this section we intend to define the notion of a tangent vector to a surface at a
point. The geometrically simplest way is as follows:

DEFINITION 2.8. Let S C R® be a set, and p € S. A tangent vector to S at p
is a vector of the form ¢’(0), where o: (—¢,¢) — R? is a curve of class C™ whose
support lies in S and such that (0) = p. The set of all possible tangent vectors
to S at p is the tangent cone T),S to S at p.

REMARK 2.12. A cone (with the origin as vertex) in a vector space V is a subset
C C V such that av € C for all @ € R and v € C. It is not difficult to verify that
the tangent cone to a set is in fact a cone in this sense. Indeed, first of all, the zero
vector is the tangent vector to a constant curve, so O € T,,S for all p € §. Next, if
a € R* and O # v € T,,S, if we choose a curve o: (—¢,e) — S with ¢(0) = p and
c’(0) = v, then the curve o,: (—¢/|al,e/|a|]) — S given by o,(t) = o(at) is such
that 0,(0) = p and ¢,,(0) = av; so av € T,,S as required by the definition of cone.

EXAMPLE 2.19. If S € R? is the union of two straight lines through the origin,
it is straightforward to verify (check it) that Tp.S = S.

The advantage of this definition of tangent vector is the clear geometric mean-
ing. If S is a surface, however, our geometric intuition tells us that 7,5 should be a
plane, not just a cone. Unfortunately, this is not so evident from the definition: the
sum of two curves in S is not necessarily a curve in S, and so the “obvious” way of
proving that the sum of two tangent vectors is a tangent vector does not work. On
the other hand, the previous examples shows that if .S is not a surface the tangent
cone has no reason to be a plane; so, in order to get such a result, we have to fully
exploit the definition of a surface, that is, we must involve local parametrizations.
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Let us begin by seeing what happens in the simplest case, that of open sets in
the plane:

EXAMPLE 2.20. Let U C R? be an open set, and p € U. Every curve contained
in U is plane, and so the tangent vectors to U at p lie necessarily in R?. Conversely,
if v € R? then the curve o: (—e,e) — V given by o(t) = p + tv has its support
within U for ¢ small enough, and has v as its tangent vector. So we have proved
that T,U = R?.

Applying the usual strategy of using local parametrizations to carry notions
from open subsets of the plane to surfaces, we get the following:

PROPOSITION 2.6. Let S C R? be a surface, p € S, and ¢: U — S a local
parametrization at p with p(x,) = p. Then dg,, is an isomorphism between R?
and T,S. In particular, T,S = dyg, (R2) 18 always a vector space of dimension 2,
and de,, (R?) does not depend on ¢ but only on S and p.

PrROOF. Given v € R? we may find ¢ > 0 such that z, + tv € U for all
t € (—g,¢e); so the curve o,: (—e,&) — S given by o,(t) = ¢(x, + tv) is well
defined. Since 7,(0) = p and ¢/,(0) = dp,, (v), it follows that dy,, (R*) C T},S.

Vice versa, let o: (—&,&) — S be a curve such that ¢(0) = p; up to taking a
smaller €, we may assume that the support of o is contained in ¢(U). Proposi-
tion 2.3.(ii) ensures that the composition o, = ¢! 0o is a C° curve in U such
that 0,(0) = z,; set v = ¢/,(0) € R?. Then

d(poo,) 0)

o
dt =0 (0),

des, (v) =
and so 1,5 C deg, (R?). Hence, dy,, : R? — T,S is surjective; since it is injective
to0, it is an isomorphism between R? and T,S. O

DEFINITION 2.9. Let S C R® be a surface, and take p € S. The vector
space Tp,S C R? is the tangent plane to S at p.

REMARK 2.13. Warning: according to our definition, the tangent plane is a
vector subspace of R3, and so it passes through the origin, no matter where the
point p € S is. When we draw the tangent plane as a plane resting on the surface,
we are not actually drawing 7,5, but rather the plane p + 7,5 parallel to it, which
is the affine tangent plane through p.

REMARK 2.14. It is apparent from the definition that if S C R® is a surface,
p € Sand U C S is an open subset of S containing p, then T,U = T,S. In
particular, if S = R? then T,U = TPRQ = R? for every open set U of the plane and
every p € U.

The isomorphism between R? and T, »S provided by the local parametrizations
allows us to consider special bases of the tangent plane:

DEFINITION 2.10. Let S C R? be a surface, and p € S. If p: U — S is alocal
parametrization centered at p, and {é1, &} is the canonical basis of R?, then the
tangent vectors 0/0x1|p, 0/0x2|p € T),S (the reasons behind this notation will be
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made clear in Remark 2.19) are defined by setting

) ) 524(0)
2| = dpo(&) = ==(0) = |222(0)
833j » 6$j 8@13 (O)

afL’j

We shall often write 0}, (or even, when no confusion may arise, simply 0;) rather
than 9/0x;|,. Clearly, {01|p, 02|, } is a basis of T,S, the basis induced by the local
parametrization ¢. Note that 0;|, and 0s|, are just the two columns of the Jacobian
matrix of ¢ computed in O = ¢~ *(p). Finally, a curve in S tangent to 9;, is the
j-th coordinate curve o: (—¢,e) = S given by o(t) = ¢(te}) for ¢ small enough.

We have seen that a possible way to define surfaces is as level surfaces of a
smooth function. The following proposition tells us how to find the tangent plane
in this case:

PROPOSITION 2.7. Let U C R® an open set, and a € R a regular value of a
function f € C°(U). If S is a connected component of f~*(a) and p € S, the
tangent plane T,S is the subspace of R® orthogonal to Vip).

ProoOF. Take v = (v1,va,v3) € T,,S and let o: (—¢,e) — S be a curve with
o(0) = p and 0’(0) = v. Differentiating f o o = a and evaluating in 0 we find

af of of

et It -0

D (p)or + oy (p)v2 + o (p)vs =0,
and so v is orthogonal to V f(p). Hence T),S is contained in the subspace orthogonal
to Vf(p); but both spaces have dimension 2, and so they coincide. |

Let us now see some examples of tangent planes.

EXAMPLE 2.21. Let H C R® be a plane through a point py € R?, and denote
by Hyo = H — po C R? the plane through the origin and parallel to H. Since the
tangent vectors to curves with support in H must belong to Hy (see the proof of
Proposition 1.4), we obtain T,  H = Hy.

EXAMPLE 2.22. Let pg = (20, Yo, 20) € S? be a point of the unit sphere S? (see
Example 2.5). If we set f(z,y,2) = 2% + y? + 22, by Proposition 2.7 T},,S? is the
subspace orthogonal to V f(po) = (2x0,2y0,220) = 2po. So, the tangent plane to
a sphere at a point is always orthogonal to the radius in that point. If zg > 0, by
using the local parametrization ¢; from Example 2.5, we find that a basis of T, S>
consists of the vectors

1 0
o _9n _| o 91 _ 9, _ 1
o = o <$07y0) - — a0 y ay = 8y (x07y0) = —yo

Po /71_9”(2)_98 Po /71*13*3,/8
The basis induced by the local parametrization given by the spherical coordinates
(Example 2.6), on the other hand, consists of the vectors

9 cos 6 cos ¢ o — sin 6 sin ¢
20l = cosfsing| and 26 = sin 6 cos ¢
Po —siné 4P 0
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ExaMPLE 2.23. Let 'y € R® be the graph of a function f € C*°(U). Using
Proposition 2.6 and the local parametrization from Example 2.3 we see that a basis
of the tangent plane to I'y at the point p = (xl, Za, f(thg)) € I'y consist of the
vectors

1
o o |
81'1 p %(l’l,l'g) 5302 p %(xlaxQ)

EXAMPLE 2.24. Let S C R? be the surface of revolution obtained by rotating
around the z-axis a Jordan curve (or open arc) C contained in the right half-plane
of the zz-plane. Let o: R — R? be a global or periodic parametrization of C
of the form o(t) = (a(t),0,5(t)), and ¢: R? — R® the immersed surface with
support S introduced in Example 2.8. By Proposition 2.3.(ii), we know that every
restriction of ¢ to an open set on which it is injective is a local parametrization
of S; so Proposition 2.6 implies that 1,5 = d@(t79)(R2) forall p = ¢(t,0) € S. In
particular, a basis of the tangent plane at p consists of the vectors

o/ (t) cos —a(t)sind
Dl %= |wmsmo) . 21 = %20 = | aft)cos
t P t ,Bl(t) P 0

ExXAMPLE 2.25. A second degree polynomial p in three variables can always
be written in the form p(z) = 27 Az + 2bTx + ¢, where A = (a;;) € M3 3(R) is a
symmetric matrix, b € R? (we are writing vectors in R? as column vectors), and
¢ € R. In particular, Vp(z) = 2(Ax +b). So, if S € R? is the component of the
quadric having equation p(z) = 0 that contains the point g ¢ Crit(p), the tangent
plane T, S to the surface S (see Exercise 2.9) at zg is given by

TS = {v €R? | (Azg + b,v) =0} .

For instance, the tangent plane at the point 29 = (1,0, 1) to the one-sheeted hyper-
boloid with equation x%+y?—22—1 = 0 is the plane {v = (v, v2,v3) € R3 | v1 = w3}

2.4. Tangent vectors and derivations

Definition 2.9 of tangent plane is not completely satisfactory: it strongly de-
pends on the fact that the surface S is contained in R®, while it would be nice to
have a notion of tangent vector intrinsic to S, independent of its embedding in the
Euclidean space. In other words, we would like to have a definition of 7,5 not
as a subspace of R?, but as an abstract vector space, depending only on S and p.
Moreover, since we are dealing with “differential geometry”, sooner or later we shall
have to find a way to differentiate on a surface.

Surprisingly enough, we may solve both these problems at the same time. The
main idea is contained in the following example.

EXAMPLE 2.26. Let U C R? be an open set, and p € U. Then we can associate
with each tangent vector v € T,U = R? a partial derivative:
0 ‘ 0 L 0
i | — g ——
ov|, Owy |, 0z

and all partial derivatives are of this kind. So, in a sense, we may identify T,U
with the set of partial derivatives.

v = (vy,02) — = )

P
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Our aim will then be to find a way for identifying, for general surfaces, tangent
vectors with the right kind of partial derivative. To do so, we must first of all
understand better which objects we want to differentiate. The key observation is
that to differentiate a function in a point it suffices to know its behaviour in a
neighborhood of the point; if our goal is just to differentiate at p, two functions
that coincide in some neighborhood of p are completely equivalent. This remark
suggests the following

DEFINITION 2.11. Let S C R® be a surface, and p € S. Denote by F the set
of pairs (U, f), where U C S is an open neighborhood of p in S and f € C*°(U).
We define an equivalence relation ~ on F as follows: (U, f) ~ (V, g) if there exists
an open neighborhood W C U NV of p such that f|w = glw. The quotient space
C>(p) = F/~ is the space (or stalk) of germs of C*° functions at p, and an
element f € C*(p) is a germ at p. An element (U, f) of the equivalence class f
is a representative of f. If it is necessary to remind the surface on which we are
working, we shall write C'g°(p) rather than C*°(p).

REMARK 2.15. If U C S is an open subset of a surface S and p € U then we
clearly have C°(p) = CF(p).

So, what we really want to differentiate are germs of C'°° functions. Before
seeing how to do this, note that C*°(p) has a natural algebraic structure.

DEFINITION 2.12. An algebra over a field K is a set A equipped with an addition
+, a multiplication - and a multiplication by scalars -, such that (A4, +, ) is a ring,
(A,+, A) is a vector space, and the associative property (Af)g = A(fg) = f(A\g)
holds, for all A € K and f, g € A.

LEMMA 2.2. Let S C R? be a surface, p € S, and £, g € C™(p) two germs
at p. Let also (Ui, f1), (Us, f2) be two representatives of £, and (V1,¢91), (Va,g2)
two representatives of g. Then:

(i) (U1 NV, f1+ g1) 1s equivalent to (Us N Va, fo + go);
(ii) (U1 NV4, fiq1) is equivalent to (Us N Va, faga);
(i) (U1, Af1) is equivalent to (U, Af2) for all A € R;
(iv) fi(p) = f2(p).

PROOF. Let us begin with (i). Since (Ui, f1) ~ (Us, f2), there exists an
open neighborhood Wy C Uy N U, of p such that fi|lw, = falw,. Analogously,
since (V1,¢91) ~ (Va,g2), there exists an open neighborhood W, C Vi NV, di p
such that gi|lw, = g2|lw,. But then (fi + fo)lw,nw, = (91 + g2)lw,nw,, and
so(UinWVi, fi+g1) ~(UaNVa, fao+g2) as Wy N W, CULNVINTa N Vs

The proof of (ii) is analogous, and (iii) and (iv) are straightforward. O

DEFINITION 2.13. Let f, g € C°°(p) be two germs at a point p € S. We shall
denote by f + g € C*(p) the germ represented by (U NV, f + g), where (U, f)
is an arbitrary representative of f and (V,g) is an arbitrary representative of g.
Analogously, we denote by fg € C*°(p) the germ represented by (U NV, fg), and,
given A € R, by M € C°(p) the germ represented by (U, Af). Lemma 2.2 tells us
that these objects are well defined, and it is straightforward (why?) to verify that
C(p) with these operations is an algebra. Finally, for all £ € C*°(p) we define
its value f(p) € R in p by setting f(p) = f(p) for an arbitrary representative (U, f)
of f; Lemma 2.2 again implies that f(p) is well defined.
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The fact that the composition of smooth maps is itself a smooth map allows us
to compare stalks in different points of different surfaces. Indeed, let F': S — S
be a C* map between surfaces, and let (V1,g1) and (Va,g2) be two representa-
tives of a germ g € C*°(F(p)). Then it is clear (exercise) that (F~!(Vi),g1 o F)
and (F‘l(Vg),gg o F) represent the same germ at p, which, then, depends on g
(and on F) only.

DEFINITION 2.14. Let F': S; — Ss be a smooth map between surfaces, and
take p € S1. We shall denote by Fr: CZ (F(p)) — CZ(p) the map associating with
a germ g € Cg° (F(p)) having (V, g) as a representative the germ Fy(g) € CZ(p)
having (F’l(V), go F) as a representative. We shall sometimes write g o F' rather
than F;(g). It is immediate to see (exercise) that F; is an algebra homomorphism.

REMARK 2.16. A very common (and very useful) convention in contemporary
mathematics consists in denoting by a star written as a superscript (as in F;) a
map associated in a canonical way with a given map, but going in the opposite
direction: F'is a function from S7 to S, whereas F™* is a function from the germs
in Sy to the germs in S7. The same convention uses a star as a subscript (as in F})
to denote an associated map going in the same direction as the given one (see for
instance Definitions 2.16 and 2.17 later on).

LEMMA 2.3.

(i) We have (ids), = id for all points p of a surface S.

(ii) Let F: S1 — Sy and G: Sy — S3 be two C* maps between surfaces. Then
(GoF), =Fy oGy, forallp € S,.

(iii) If F: Sy — Sy is a diffeomorphism, then Fy: C*°(F(p)) — C>(p) is an
algebra isomorphism for all p € Sy. In particular, if p: U — S is a local
parametrization with o(z,) = p € S, then ¢} : CF(p) — CF(x,) is an
algebra isomorphism.

PROOF. (i) Obvious.

(ii) Follows immediately (exercise) from the equality go (Go F) = (9o G) o F.
(iii) Indeed (F‘l)}(p) is the inverse of F};, by (i) and (ii). O

Now we can define what we mean by a partial derivative on a surface.

DEFINITION 2.15. Let S C R® be a surface, and p € S. A derivation at p is a
R-linear function D: C*°(p) — R satisfying a Leibniz (or product) rule:

D(fg) = f(p)D(g) + g(p)D(f) .

It is immediate to verify (exercise) that the set D(C*(p)) of derivations of C*(p)
is a vector subspace of the dual space (as a vector space) of C*>(p).

EXAMPLE 2.27. Let U C R? be an open subset of the plane, and p € U. We
have already remarked that T,U = R2. On the other hand, the partial derivatives
at p are clearly derivations of C*°(p); so we may introduce a natural linear map
o T,U — D(Coo(p)) by setting

+v i
281’2

alv) = —

ov

= Ul _
8m1

p p p
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The key point here is that the map « is actually an isomorphism between T,,U
and D(C*(p)). Moreover, we shall show that T,,S and D(CZ(p)) are canonically
isomorphic for every surface S and for every p € S, and this fact will provide us
with the desired intrinsic characterization of the tangent plane. To prove all this
we need one more definition and a lemma.

DEFINITION 2.16. Let S C R® be a surface, and p € S. Given a local

parametrization ¢: U — S in p with ¢(z,) = p € S, define a map
@1 D(C™®(z,)) = D(C™(p))
by setting @.(D) = D o ¢} , that is,
@«(D)(f) = D(f o )

for all f € C*°(p) and D € D(C*>(x,)). It is immediate to verify (check it!) that
@«(D) is a derivation, since ¢} is an algebra isomorphism, and so the image of ¢,
is actually contained in D(C*°(p)). Moreover, it is easy to see (exercise) that ¢, is

a vector space isomorphism, with (¢,) "' (D) = Do (¢~ ')} as its inverse.

REMARK 2.17. We shall see later on (Remark 2.18) that ¢, can be canonically
identified with the differential of the local parametrization.

LEMMA 2.4. Let U C R"™ be an open domain star-shaped with respect to z° € R™.
Then for all f € C>°(U) there exist g1, ..., gn € C®(U) such that g;(z°) = 2L (2°)

- Bacj
and

flx) = f(=) + Z(xj —z7)g;(x)

forallz e U.

PROOF. We have

fla) = fz®) = fa®+t(x—2°))dt

3c\._‘
SRS

1
0
= (:Ejfx;?)/o 81]‘0]( Oth(xf:cO))dt,

1

<.
I

so it suffices to define
1
af (o] o
gj(x):/o a—x]( +t(z —2°))dt.
and we are done. O

We may now prove the characterization of the tangent plane we promised:

THEOREM 2.3. Let S C R® be a surface, and p € S. Then the tangent plane
T,S is canonically isomorphic to the space D(Coo(p)) of derivations of C*(p).

PROOF. Let ¢: U — S be a local parametrization centered at p. Let us begin
by writing the following commutative diagram:

ToU = R* —“=D(C>(0))

(21) d%l B iw ,
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where « is the map defined in Example 2.27, and 8 = ¢, o a0 (dpo) L.

We shall proceed in two steps: first of all, we shall show that « is an isomor-
phism. Since dypo and ¢, are isomorphisms, this will imply that (3 is an isomorphism
too. We shall prove next that it is possible to express 8 in a way independent of
; so 8 will be a canonical isomorphism, independent of arbitrary choices, and we
shall be done.

Let us prove that « is an isomorphism. As it is obviously linear, it suffices to
show that it is injective and surjective. If v = (v1,v5) € R? = ToU, we have

y
1 =1, 5(0) = alu)(x)

for j = 1, 2, where x; is the germ at the origin of the coordinate function z;.
Innparticular, if v; # 0 we have a(v)(x;) # 0; so v # O implies a(v) # O and
« is injective. To show that it is surjective, take D € D(C*°(0)); we claim that
D = «a(v), where v = (Dx1, Dx3). First of all, note that

D1=D(1-1)=2D1,

so Dc = 0 for any constant ¢ € R, where c is the germ represented by (R?, ¢). Take
now an arbitrary £ € C*°(0O). By applying Lemma 2.4, we find

(22) Df = D(f(0)) + D(x181 + x282)
2 2
= Y [0(0)Dg; +£/(0)Dx] = 3 Dx; T(0) =alu)(6)

j=1

where v = (Dx1, Dx3) as claimed, and we are done.

So, o and ( are isomorphisms; to complete the proof, we only have to show
that 3 does not depend on ¢ but only on S and p. Let v € T,,S, and choose a curve
o: (—e,e) = S such that 0(0) = p and ¢/(0) = v. We want to show that

(23) B)(E) = (f o 0)'(0)

for all f € C*°(p) and any representative (U, f) € f. If we prove this, we are done:
indeed, the left-hand side of (23) does not depend on ¢ nor on the chosen represen-
tative of f, while the right-hand side does not depend on any local parametrization.
So [ does not depend on ¢ or on o, and thus it is the canonical isomorphism we
were looking for.

Let us then prove (23). Write 0 = ¢ 0 0, as in the proof of Proposition 2.6, so
that v = dpo(v°) = V90|, + v§Dal, and v° = (v{,v9) = o/, (0) € R%. Then

B)(E) = (pxoao(dpo)™")(®)(E) = (ps 0 a)(v”)(f)
= a(w)(go(f)) = a(v”)(fop)

24 = w290+ 5 AL o)
= @022 0)+ (022 0)

= ((fop)oa,) (0)=(fo0)(0),

and we are done. O



66 2. LOCAL THEORY OF SURFACES

REMARK 2.18. A consequence of diagram (21) is that, as anticipated in Re-
mark 2.17, the map ¢, is the exact analogue of the differential of ¢ when we
interpret tangent planes as spaces of derivations.

From now on, we shall always identify T,,S and D(C*(p)) without (almost
ever) explicitly mentioning the isomorphism f; a tangent vector will be considered
both as a vector of R® and as a derivation of the space of germs at p without further
remarks.

REMARK 2.19. Let ¢: U — S be a local parametrization centered at p € S,
and take a tangent vector v = v101|p + v202|, € T,S. Then (24) tells us that the
action of v as a derivation is given by

_ . 0(foyp) A(f o)
U(f) = 8:1/_1 (O) + U2 axQ (O) ’
for all germs f € C*°(p) and all representatives (V, f) of f. In particular,
9 I(f o)

— (f)= —=(0

7], 0= 5,20
a formula which explains the notation introduced in Definition 2.10. As a conse-
quence, for any p € R? we shall always identify the vectors €7, € of the canonical
basis of R? with the partial derivatives 8/dz1|,, 3/0za|, € T,R?.

REMARK 2.20. In the previous remark we have described the action of a tangent
vector on a germ by expressing the tangent vector in terms of the basis induced by
a local parametrization. If, on the other hand, we consider v = (v1,v2,v3) € T)S
as a vector of R®, we may describe its action as follows: given f € C°(p), choose a
representative (V, f) of f and extend it using Proposition 2.5 to a smooth function f
defined in a neighborhood W of p in R®. Finally, let o (—e,e) — S be a curve
with 0(0) = p and ¢/(0) = v. Then:

o(f) = (foo)(0) = (Foo) @) =3 0,2 ).

Warning: while the linear combination in the right-hand side of this formula is well
defined and only depends on the tangent vector v and on the germ f, the partial
derivatives df /0z;(p) taken on their own depend on the particular extension f and
not only on f, and thus they have nothing to do with the surface S.

REMARK 2.21. If we have two local parametrizations ¢: U — S and ¢: U—S
centered at p € S, we obtain two bases {J1,02} and {31,32} of T,S, where we
set §; = 0¢/0i;(0), and (i1, #2) are the coordinates in U; we want to compute
the change of basis matrix. If h = ¢! o ¢ is the change of coordinates, we have
@ =¢oh, and so

o %9 Oh 6y, 9% Ohy
0d, s Oda, -

where, to make the formula easier to remember, we have written 0%;/0x; rather
than Oh;/0x;. So the change of basis matriz is the Jacobian matriz of the change
of coordinates.
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REMARK 2.22. The identification of tangent vectors and derivations only holds
when working with functions and local parametrizations of class C'*°. The reason
is Lemma 2.4. Indeed, if f € C*(U) with k < 0o, the same proof provides functions
g1,---,gn which are in C*~1(U) but a priori might not be in C*(U), and the
computation made in (22) might become meaningless. This is an insurmountable
obstacle: in fact, the space of derivations of C*¥ germs with 1 < k < 0o is of infinite
dimension (Exercise 2.34), and thus it cannot be isomorphic to a plane.

The way we have introduced the map ., together with its relation with the
usual differential, suggests the following definition of a differential for an arbitrary
C* map between surfaces:

DEFINITION 2.17. Let F': S — Sy be a C° map between two surfaces. The
differential of F' at p € S; is the linear map dFj,: 7,5, — TF(p)S2 defined by

dF,(D) = Do F;
for any derivation D € T,,S of C*°(p). We may also write (F}), instead of dF),.

It is not difficult to see how the differential looks like when applied to vectors
seen as tangent vectors to a curve:

LEMMA 2.5. Let F': S1 — Sy be a C*° map between surfaces, and p € Sy. If
o: (—e,e) = Sy is a curve with o(0) = p and o’(0) = v, then

25) dF,(v) = (Foa)(0).

PROOF. Set w = (F' 0 0)'(0) € Tr()S2. Using the notation introduced in
the proof of Theorem 2.3, we have to show that dF),(5(v)) = B(w). But for each
f € C>~(F(p)) we have

dF,(B()(f) = B)(F,(f)) = Bv)(fo F)
= ((foF)e0)(0)=(fo(Fo0))(0) = Bw)f),
where (U, f) is a representative of f, and we have used (23). O

As for the tangent plane, we then have two different ways to define the differ-
ential, each one with its own strengths and weaknesses. Formula (25) underlines
the geometric meaning of differential, showing how it acts on tangent vectors to
curves; Definition 2.17 highlights instead its algebraic properties, such as the fact
that the differential is a linear map between tangent planes, and makes it (far) eas-
ier to prove its properties. For instance, we obtain a one-line proof of the following
proposition:

PROPOSITION 2.8.

(i) We have d(idg), = id for every surface S and every p € S.
(ii) Let F: S; — So and G: Sy — S3 be C™ maps between surfaces, and
take p € S1. Then d(G o I'), = dGp(p) o dF,.

(ili) If F': S1 — Sy is a diffeomorphism then dF)y,: T,,S1 — Tp,)Sa is invertible

and (dF,)~" = d(F~1)pg for allp € Sy.

PROOF. It is an immediate consequence of Lemma 2.3 and of the definition of
differential. O

Formula (25) also suggests how to define the differential of a C'* map defined
on a surface but with values in R™:
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DEFINITION 2.18. If F: S — R" is a C* map, and p € S, the differential
dF,: T,S — R" of F at p is defined by setting dF,(v) = (F oo)'(0) for all v € T,,S,
where o: (—¢g,¢) — S is an arbitrary curve in S with ¢(0) = p and ¢/(0) = v. It is
not hard (exercise) to verify that dF,(v) only depends on v and not on the curve o,
and that dFj, is a linear map.

REMARK 2.23. In particular, if f € C*°(S) and v € T,,S then we have

dfp(v) = (f 0 0)'(0) = v(f),
where f is the germ represented by (S, f) at p. This formula shows that the action
of the differential of functions on tangent vectors is dual to the action of tangent
vectors on functions.

REMARK 2.24. If F: S — R" is of class C* and ¢: U — S is a local
parametrization centered at p € S, it is immediate (why?) to see that

O(F o o)
dF,(0;) = ——(O
0) = g (0)
for j =1, 2, where {01, 02} is the basis of T},S induced by ¢. In particular, if ¢ is
another local parametrization of S centered at p and F = ¢ o ¢~ 1, then

(26) dF,(9;) = 0
for j =1, 2, where {51, 52} is the basis of T},S induced by ¢.

Let us see now how to express the differential in local coordinates. Given
a smooth map F: S; — Ss between surfaces, choose a local parametrization
p: U — S centered at p € Sy, and a local parametrization ¢: U — S cen-
tered at F(p) € So with F(p(U)) € ¢(U). By definition, the expression of F in
local coordinates is the map F = (Fl,ﬁ‘g): U — U given by
F= o loFop.
We want to find the matrix that represents dF,, with respect to the bases {01, }
of T,S1 (induced by ¢) and {01,002} of Tr)Se (induced by ¢); recall that the
columns of this matrix contain the coordinates with respect to the new basis of the
images under dF}, of the vectors of the old basis. We may proceed in any of two
ways: either by using curves, or by using derivations.
A curve in Sy, tangent to 0; at p, is 0;(t) = @(t€;); so
d . OFy _ ~  OFy A
= —(po F(te; =—(0)01 + —(0)0, .
dt((po (6J>) —0 al,]( ) 1+a$3( ) 2

Hence, the matriz that represents dF),, with respect to the bases induced by two

dFy,(05) = (F 0 0;)'(0)

local parametrizations is exactly the Jacobian matriz of the expression F of F in
local coordinates. In particular, the differential as we have defined it really is a
generalization to surfaces of the usual differential of C'*° maps between open subsets
of the plane.

Let us now get again the same result by using derivations. We want to find
a;; € R such that dF,(0;) = aljél + agjég for j =1, 2. If we set ¢! = (&1, 42), it
is immediate to verify that

) 1 ifh=k
8 X :6 = ’
h(Xe) = On {0 ith£k
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where Xj, is the germ at p of the function z;. Hence,
O(&;0 F o)

aij = dF,(9;)(%:) = 9;(F (%:)) = Oz

p

(0) = 87]-(0) ;

in accord with what we have already obtained.

REMARK 2.25. Warning: the matrix representing the differential of a map
between surfaces is a 2 x 2 matrix (and not a 3 x 3, or 3 X 2 or 2 x 3 matrix),
because tangent planes have dimension 2.

We conclude this chapter remarking that the fact that the differential of a map
between surfaces is represented by the Jacobian matrix of the map expressed in
local coordinates allows us to easily transfer to surfaces classical calculus results.
For instance, here is the inverse function theorem (for other results of this kind, see
Exercises 2.19, 2.30, and 2.22):

COROLLARY 2.3. Let F: S; — Sy be a smooth map between surfaces, and
p € S1 a point such that dFy,: T,S1 — Tp)Se is an isomorphism. Then there
ezist a neighborhood V- C S1 of p and a neighborhood VCS, of F(p) such that the
restriction Fly: V — Visa diffeomorphism.

PROOF. Let ¢: U — S be a local parametrization at p, and ¢: U — S, a local
parametrization at F(p) with F(p(U)) C ¢(U). Then the assertion immediately
follows (why?) from the classical inverse function theorem (Theorem 2.1) applied
to 71 o Fo. (]
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FIGURE 7. (a) a catenoid; (b) a helicoid

Guided problems

DEFINITION 2.P.1. The catenoid is a surface of revolution having a catenary
(see Example 1.23) as its generatrix, and axis disjoint from the support of the
catenary; see Fig. 7.(a).

PROBLEM 2.1. Let 0: R — R® be the parametrization o(v) = (acosh v, 0, av)
of a catenary, and let S be the catenoid obtained by rotating this catenary around
the z-axis.

(i) Determine an immersed surface whose support is the catenoid S.
(ii) Determine for each point p of S a basis of the tangent plane 7,5.

SOLUTION. Proceeding as in Example 2.8 we find that an immersed surface
¢: R? = R® having the catenoid as support is

©(u,v) = (acosh v cos u, acosh vsin u, av) .

Since o is a global parametrization of a regular curve whose support does not meet
the z-axis, the catenoid is a regular surface. In particular, for all (ug,v9) € R? the
restriction of ¢ to a neighborhood of (ug,vg) is a local parametrization of S, and
so in the point p = p(ug, vp) of the catenoid a basis of the tangent plane is given
by

0y —a cosh vy sin ug
Ol = %(uo,vo) = | acoshvgcosug | ,
0
o a sinh vg cos ug
O, = %(uo,vo) = |asinh vg sin ug
a

(]

DEFINITION 2.P.2. Given a circular helix in R®, the union of the straight lines
issuing from a point of the helix and intersecting orthogonally the axis of the helix
is the helicoid associated with the given helix; see Fig. 7.(b).

PrROBLEM 2.2. Given a # 0, let 0: R — R? be the circular helix parametrized
by o(u) = (cos u,sin u, au).
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(i) Prove that the helicoid associated with o is the support of the map
p: R? — R? given by

o(u,v) = (veosu,vsinu, au) .

(ii) Show that ¢ is a global parametrization and that the helicoid is a regular
surface.
(iii) Determine, for every point of the helicoid, a basis of the tangent plane.

SoLuTION. (i) Indeed the straight line issuing from a point (zq, %0, z0) € R?
and intersecting orthogonally the z-axis is parametrized by v — (vzg, vyo, 20).

(ii) The map ¢ is clearly of class C*°. Moreover, its differential is injective in

every point; indeed, g—i = (—wv sin u,v cos u,a) and g—f = (cos u,sin u,0), and so

0 0

o9  Op _

ou  Ov
has absolute value va? 4+ v2 nowhere zero. Finally, ¢ is injective and is a home-
omorphism with its image. Indeed, the continuous inverse can be constructed as
follows: if (z,y,z) = ¢(u,v), then u = z/a and v = x/ cos(z/a), or v = y/sin(z/a)
if cos(z/a) = 0.

(iii) In the point p = @(ug, vp) of the helicoid a basis of the tangent plane is

given by

(—a sinu,a cos u, —v)

a —Vo sin (%) a Cf)S UQ
olp = %(Uovvo) =|wvocosug |, Oaofp= a—f(uo,vo) = [sinug
a 0

O

DEFINITION 2.P.3. Let H C R® be a plane, £ C R? a straight line not contained
in H, and C C H a subset of H. The cylinder with generatriz C' and directriz ¢
is the subset of R? consisting of the lines parallel to ¢ issuing from the points of C.
If ¢ is orthogonal to H, the cylinder is said to be right.

PROBLEM 2.3. Let C' C R? be the support of a Jordan curve (or open arc) of
class C* contained in the zy-plane, and ¢ C R? a straight line transversal to the
zy-plane. Denote by S C R? the cylinder having C as generatrix and ¢ as directrix.

(i) Show that S is a regular surface.
(ii) Determine an atlas for .S when £ is the z-axis and C is the circle of equation
2? +y? =1 in the plane H = {z = 0}.
(iif) If S is as in (ii), show that the map G: R* — R? defined by
G(z,y,z) = (e’x,e%y)
induces a diffeomorphism G|g: S — R?\ {(0,0)}.

SOLUTION. (i) Let @ be a versor parallel to ¢, denote by H the zy-plane, and

let 0: R — C be a global or periodic parametrization of C' (see Example 2.8). A

point p = (z,y, z) belongs to S if and only if there exist a point pg € C and a real
number v such that p = py + v@. Define then p: R* — R? by setting

p(t,v) =o(t) +vv.

Since Op/0t(t,v) = o'(t) € H and dp/0v(t,v) = ¥, the differential of ¢ has rank 2
everywhere, and so ¢ is an immersed surface with support S.
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If C is an open Jordan arc, then ¢ is a homeomorphism with its image, so we
obtain a continuous inverse of ¢ as follows: if p = p(¢,v) then

(p, @)

(0, @)
where 0 is a versor orthogonal to H, and (¥, @) # 0 because ¢ is transversal to H.
So in this case ¢ is a global parametrization of the regular surface S.

If C is a Jordan curve, the same argument shows that if (a,b) is an interval
where o is a homeomorphism with its image then ¢ restricted to (a,b) x R is a
homeomorphism with its image; so, as seen for surfaces of revolution, it turns out
that S is a regular surface with an atlas consisting of two charts, obtained by
restricting ¢ to suitable open subsets of the plane.

and t= ofl(pfm_f) ,

(ii) In (i) we already constructed an atlas; let us find another one. This par-
ticular cylinder is the level surface f~!(0) of the function f: R?® — R given by
f(x,y,2) = 22 + y? — 1; note that 0 is a regular value of f because the gradi-
ent Vf = (2z,2y,0) of f is nowhere zero on S. We shall find an atlas for S by
following the proof of Proposition 2.1, where it is shown that maps of the form
o(u,v) = (u,g(u,v),v) with g solving the equation f(u,g(u,v),v) = 0 are local
parametrizations at points pg € S where 9f/0y(po) # 0, and that maps of the form
o(u,v) = (g(u,v),u, v) with g solving the equation f(g(u, v),u,v) = 0 are local
parametrizations at points py € S where 0f/dx(pg) # 0.

In our case, Vf = (2x,2y,0). So if yo # 0 we must solve the equation
u? + g(u,v)? — 1 = 0; therefore g(u,v) = +£v/1 — u2, and setting

U={(u,v) eR*| —1<u<1}
we get the parametrizations p, p_: U — R? at points in S N {y # 0} by setting

ot (u,v) = (u, vV1—u20v), @_(u,v)=(u,—vV1—u2wv).
Analogously, we construct the local parametrizations ¢, 1_: U — R® at points
in SN{z # 0} by setting

Yy(u,v) = (V1—u2u,v), Y_(u,v)=(—V1-—u2u,v).

It is then easy to see that {p,¢_,1,,9_} is an atlas of S, because every point of
S is contained in the image of at least one of them.

(iii) The map G|g is the restriction to S of the map G which is of class C*° on
the whole R?, so it is of class C™ on S. So, to prove that G|s is a diffeomorphism
it suffices to find a map H: R*\ {(0,0)} — S of class C that is the inverse of G|g.
First of all, note that the image of G| lies in R*\ {(0,0)}. Moreover, for all a, b € R
with a?+b2 = 1 the restriction of G|g to the straight line {(a,b,v) € S |v € R} C S
is a bijection with the half-line {¢”(a,b) | v € R} € R*\{(0,0)}. So G|s is a bijection
between S and R?\ {(0,0)}, and the inverse H we are looking for is given by

a b

H(a,b) = , ,1o \/a2+b2) .
( ) (\/CL2 + b2 \/CL2 + b2 g

Note that H is of class C*, since it is a C°° map from R?\ {(0,0)} to R?® having

S as its image. O

PrROBLEM 2.4. As in Example 2.25, write a quadratic polynomial p in three
variables in the form p(z) = 27 Az + 2bTx + ¢, where A = (a;;) € M33(R) is a
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symmetric matrix, b € R® (we are writing the elements of R? as column vectors),
and ¢ € R. Let now S be the quadric in R® defined by the equation p(z) = 0.
Remember that the quadric S is said to be central if the linear system Ax +b = O
has a solution (called center of the quadric), and is a paraboloid otherwise (see [2,
p. 149)).

(i) Prove that (the connected components of) the paraboloids and the central
quadrics not containing any of their centers are regular surfaces.
(ii) Given the symmetric matrix

A b
B = (bT C) S M4’4(R) s
show that a point 2 € R?® belongs to the quadric if and only if

(27) (zT 1)B (f) =0.

(iii) Prove that if det B # 0 then the connected components of the quadric S
are (either empty or) regular surfaces.

(iv) Show that if S is a central quadric containing one of its centers, then its
components are regular surfaces if and only if S is a plane if and only if
rg A =1.

SoLuTION. (i) In Example 2.25 we saw that Vp(z) = 2(Az +b), so the critical
points of f are exactly the centers of S. So, if S is a paraboloid or it does not
contain its centers then 0 is a regular value of p, and the components of S = p~1(0)
(if non-empty) are regular surfaces by Proposition 2.1.

(ii) The product in the left-hand side of (27) is exactly equal to p(x).

(iii) Assume by contradiction that S is a central quadric containing a center xy.
From p(zg) = 0 and Axg + b = O we immediately deduce (because zJ'b = bTx()
that 9610 is a non-zero element of the kernel of B, and hence det B = 0. The

assertion then follows from (i).

(iv) Suppose that z¢ € S is a center of S. Since the centers of S are exactly the
critical points of p, the property of containing one of its own centers is preserved
under translations or linear transformations on R?; hence, up to a translation, we
may assume without loss of generality that xg = O. Now, the origin is a center if
and only if b = O, and it belongs to S if and only if ¢ = O. This means that O € S
is a center of S if and only if p(x) = 27 Ax. By Sylvester’s law of inertia (see [2,
Vol. I, Theorem 13.4.7, p. 98]), we only have the following cases:

(a) if det A # 0, then up to a linear transformation we may assume that
p(z) = 23 + 2% £+ 2%, so either S is a single point or it is a two-sheeted
cone, and in both cases it is not a regular surface;

(b) if rgA = 2, then up to a linear transformation we may assume that
p(r) = 22 £ 23, so either S is a straight line or it is the union of two
incident planes, and in both cases it is not a regular surface;

(c) if rg A = 1, then up to a linear transformation we have p(x) = 22, and so
S is a plane. O
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FIGURE 8. Enneper’s surface

Exercises
IMMERSED SURFACES AND REGULAR SURFACES
2.1. Show that the map ¢: R? — R?® defined by
u? v3
o(u,v) = (u— 3 +uv? v — 3 + vu?, u? —v2) .

is an injective immersed surface (Enneper’s surface; see Fig. 8). Is it a homeomor-
phism with its image as well?

2.2. Prove that the map ¢: R? — R? defined by
( ) = u+v u—v
o(u,v) = 5 g W

is a global parametrization of the one-sheeted hyperboloid, and describe its coordi-
nate curves, v — (ug, v) with ug fixed and v — ¢(u, vp), with vg fixed.

2.3. Let U = {(u,v) € R? | u > 0}. Show that the map ¢: U — R® given by
o(u,v) = (u+vcosu,u? + vsinu,u?®) is an immersed surface.

2.4. Let $? C R® be the sphere of equation z2 + y2 4+ 22 = 1, denote by
N the point of coordinates (0,0,1), and let H be the plane of equation z = 0,
which we shall identify with R? by the projection (u,v,0) — (u,v). The stereo-
graphic projection mn: S?\ {N} — R? from the point N onto the plane H maps
p = (z,y,2) € S?\ {N} to the intersection point 7y (p) between H and the line

joining N and p.
(i) Show that the map 7y is bijective and continuous, with continuous in-

verse Ty : R? — S\ {N} given by

_1 2u 2v u? + 0% -1
Ty (u,v) = ) , .
N w24+ 1T w402 +1 w2 +0v2+1

(ii) Show that mx" is a local parametrization of S2.
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(iii) Determine, in an analogous way, the stereographic projection mg of S?
from the point S = (0,0, —1) onto the plane H.
(iv) Show that {ry', 75"} is an atlas for S? consisting of two charts.

2.5. Let S C R® be a connected subset of R? such that there exists a family {S, }
of surfaces with S = J,, So and such that every S, is open in S. Prove that S is a
surface.

2.6. Find an atlas for the ellipsoid of equation (x/a)?+ (y/b)?+(z/c)? = 1 (see
also Example 2.11).

2.7. Consider a Jordan curve C of class C°° contained in a plane H C R3,
take a straight line £ C H not containing C', and suppose that C' is symmetric with
respect to ¢ (that is, p(C) = C, where p: H — H is the reflection with respect
to £). Prove that the set obtained by rotating C' around ¢ is a regular surface. In
particular, this shows again that the sphere is a regular surface.

2.8. Prove that the set of critical points of a map F: U — R™ of class C*°,
where U C R"™ is open, is a closed subset of U.

2.9. Let V C R® be an open subset and f € C*(V). Prove that for all a € R
the connected components of the set f~1(a)\ Crit(f) are regular surfaces. Deduce
that each component of complement of the vertex in a double-sheeted cone is a
regular surface.

2.10. Prove using Proposition 2.1 that the torus of equation

2 (JET - a))
obtained by rotating the circle with radius » < a and center (a,0,0) around the
z-axis is a regular surface.

2.11. Let S C R? be a subset such that for all p € S there exists an open
neighborhood W of p in R® such that W N S is a graph with respect to one of the
three coordinate planes. Prove that S is a regular surface.

2.12. Show that if : I — U C R? is the parametrization of a regular C'>®
curve whose support is contained in an open set U C R? and if p:U — Sis a
local parametrization of a surface S then the composition ¢ o ¢ parametrizes a C'*°
curve in S.

2.13. Prove that the set S = {(z,y,2) € R® | 22 + 3? — 2% = 1} is a regular
surface, and find an atlas for it.

2.14. Let ¢: R x (0,7) — S? be the immersed surface given by
o(u,v) = (cosu sinwv, sinu sinwv, cosv) ,

and let o: (0,1) — S? be the curve defined by o(t) = ¢(logt,2arctant). Show
that the tangent vector to o at o(t) forms a constant angle of 7/4 with the tangent
vector to the meridian passing through o(t), where the meridians are characterized
by the condition u = const.

2.15. Show that the surface S; C R® of equation z2 +y222 = 1 is not compact,
while the surface So € R? of equation 22 + y* + 26 = 1 is compact.
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FicURE 9. The pseudosphere

2.16. Consider a map f: U — R?, defined on an open subset U C R? and of
class C™, and let p: R? — R3 be given by o(u,v) = (u,v, f(u,v)). Prove that ¢
is a diffeomorphism between U and S = ¢(U).

2.17. Show that, for any real numbers a, b, ¢ > 0, the following maps are
local parametrizations of quadrics in R®, with equations analogous to those given
in Example 2.12:

v1(u,v) = (asinucos v, bsin usin v, ¢ cos u) ellipsoid,

wa(u,v) = (asinhwucosv, bsinh u sin v, ¢ coshw) two-sheeted hyperboloid,
w3(u,v) = (asinhusinh v, bsinh wcosh v, csinhu)  one-sheeted hyperboloid,
@4(u,v) = (aucosv, busin v, u?) elliptic paraboloid,
¢5(u,v) = (au cosh v, businh v, u?) hyperbolic paraboloid.

Is it possible to choose a, b, ¢ in such a way that the surface is a surface of
revolution with respect to one of the coordinate axes? Consider each case separately.

2.18. Let S C R® be the set (called pseudosphere) obtained by rotating around
the z-axis the support of the tractrix o: (0,7) — R® given by

o(t) =(sint, 0, cost + log tan(t/2)) ;

see Fig. 9. Denote by H C R® the plane {z = 0}. Prove that S is not a regular
surface, whereas each connected component of S\ H is; see Example 3.37 and
Problem 3.8.

SMOOTH FUNCTIONS

2.19. Let S C R® be a surface. Prove that if p € S is a local minimum or a
local maximum of a function f € C'*°(S) then df, = 0.

2.20. Define the notions of a C° map from an open subset of R" to a surface,
and of a C° map from a surface to an Euclidean space R™.

2.21. Let S C R? be a surface, and p € S. Prove that there exists an open set
W C R? of p in R3, a function f € C°°(W) and a regular value a € R of f such
that SNW = f~1(a).
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2.22. Given a surface S C R®, take a function f € C*°(S) and a regular value
a € R of f, in the sense that df, # O for all p € f~1(a). Prove that f~(a) is
locally the support of a simple curve of class C'*°.

2.23. Let C' C R? be the support of a Jordan curve (or open arc) of class C*°
contained in the half-plane {z > 0}. Identify R? with the zz-plane in R*, and let
S be the set obtained by rotating C' around the z-axis, which we shall denote by /.

(i) Let ®: RT x R x St — R? be given by ®(z, 2, (s,t)) = (zs,t,z) for all
x>0, 2 €Rand (s,t) € S*. Prove that ® is a homeomorphism between
RT x R x S' and R*\ £, and deduce that S is homeomorphic to C' x S*.
(ii) Let ¥: R* — C x S* be given by ¥(t,0) = (o(t), (cos,sinf)), where
o: R — R? is a global or periodic parametrization of C, and let I C R
be an open interval where o is injective. Prove that W|;, (g, 0,+2x) is @
homeomorphism with its image for all 6y € R.
(iii) Use (i) and (ii) to prove that S is a regular surface.

TANGENT PLANE

2.24. Let S C R® be a surface, p € S and {v1,v5} a basis of T,S. Prove that
there is a local parametrization ¢: U — S centered at p such that 0i], = v1 and
82|p = V2.

2.25. Given an open set W C R® and a function f € C°°(W), take a € R and
let S be a connected component of f~!(a) \ Crit(f). Prove that for all p € S the
tangent plane T},S coincides with the subspace of R® orthogonal to V f(p).

2.26. Show that the tangent plane at a point p = (zo, yo, 20) of a level surface
f(z,y,2) = 0 corresponding to the regular value 0 of a C'* function f: R? — R is
given by the equation

of of of

%(p)erafy(p)yﬂL@(p)z:O,

while the equation of the affine tangent plane, parallel to the tangent plane and
passing through p, is given by

Loe-0+ Lo w-w+ Lo -2 -0.

2.27. Determine the tangent plane at every point of the hyperbolic paraboloid

with global parametrization p: R? — R? given by ¢(u,v) = (u,v,u? — v?).

of

2.28. Let S C R? be a surface, and p € S. Prove that
m = {f e C®(p)|£(p) =0}
is the unique maximal ideal of C*°(p), and that T},S is canonically isomorphic to
the dual (as vector space) of m/m?.
2.29. Let ¢: R? — R? be given by o(u,v) = (u,v?,u —v), and let 0: R — R?
be the curve parametrized by o(t) = (3t,t%, 3t — ¢2).
(i) Prove that S = p(R?) is a regular surface.

(ii) Show that o is regular and has support contained in S.
(iii) Determine the curve o,: R — R? such that o = ¢ o 0.
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(iv) Write the tangent versor to o at O = ¢(0) as a combination of the basis
01 and 0, of the tangent plane TpS to S at O induced by .

2.30. Let S C R? be a surface. Prove that a C™ function F: S — R™ satisfies
dF, = O for all p € § if and only if F' is constant.

2.31. Two surfaces Sy, Sy C R? are transversal if S1NS2 # @ and 1,51 # TS
for all p € §1 N S,. Prove that if S; and Sy are transversal, then each component
of S1 NSy is locally the support of a simple regular C'*° curve.

2.32. Let H C R® be a plane, £ C R?® a straight line not contained in H, and
C C H a subset of H. Consider the cylinder S with generatrix C' and directrix /.
Show that the tangent plane to S is constant at the points of S belonging to a line
parallel to the directrix /.

2.33. Let p: R®> — R? be the global parametrization of the regular surface
S = ¢(R?) given by ¢(u,v) = (u — v,u? + v,u — v3). Determine the Cartesian
equation of the tangent plane to S at p = (0,2,0) = ¢(1,1).

2.34. Prove that the space of derivations of germs of C* functions has infinite
dimension if 1 < k < 0o .

2.35. Prove that the space of derivations of germs of continuous functions con-
sists of just the zero derivation.

DEFINITION 2.E.1. Let S; and S; be regular surfaces in R® having in com-
mon a point p. We say that S; and So have contact of order at least 1 at p
if there exist parametrizations ¢ of S; and s of S, centered at p, such that
0p1/0u(0O) = dpa/0u(0) and 1 /0v(0) = dps/Ov(0). Moreover, the surfaces
are said to have contact of order at least 2 at p if there is a pair of parametrizations
centered at p for which all the second order partial derivatives coincide too.

2.36. Show that two surfaces have contact of order at least 1 at p if and only
if they have the same tangent plane at p. In particular, the tangent plane at p is
the only plane having contact of order at least 1 with a regular surface.

2.37. Show that if the intersection between a regular surface S and a plane H
consists of a single point pg, then H is the tangent plane to S at pg.

SMOOTH MAPS BETWEEN SURFACES

2.38. Prove that a smooth map between surfaces is necessarily continuous.

2.39. Let F': S; — Sy be a map between surfaces, and p € S7. Prove that if
there exist a local parametrization ¢,: Uy — S7 at p and a local parametrization
@o: Uy — So at F(p) such that @5 ' o F o ¢ is of class C* in a neighborhood of
©1 (p), then 5 ' o Foq)y is of class C* in a neighborhood of 4 *(p) for any local
parametrization ¥ : V3 — S of S at p and any local parametrization ¥s: Vo — S
of S at F(p).

2.40. Show that the relation “S; is diffeomorphic to S5” is an equivalence
relation on the set of regular surfaces in R.

2.41. Let F': $2 — R? be defined by
F(p) = (2 —y* ay,y2)
for all p = (z,y,2) € S%. Set N = (0,0,1) and E = (1,0,0).
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(i) Prove that dF), is injective on 1},5? for all p € S\ {£N,+E}.

(ii) Prove that S; = F(S?\ {y = 0}) is a regular surface, and find a basis of
1,51 for all g € ;.

(iii) Given p = (0,1,0) and ¢ = F(p), choose a local parametrization of S? at
p, a local parametrization of S; at ¢, and write the matrix representing
the linear map dF,: T,5% — T,5; with respect to the bases of 7},5% and
T,S1 determined by the local coordinates you have chosen.

2.42. Show that the antipodal map F: S? — S? defined by F(p) = —p is a
diffeomorphism.

2.43. Determine an explicit diffeomorphism between the portion of a cylinder
defined by {(z,y,2) € R* | 22+ ¢y*> =1, —1 < z < 1} and S2\ {N, S}, where
N =(0,0,1) and S = (0,0, —1).

2.44. Determine a diffeomorphism between the unit sphere S? ¢ R* and the
ellipsoid of equation 422 4 9y2 + 2522 = 1.

2.45. Let C and Cs be supports of two regular curves contained in a surface S
that are tangent at a point pg, that is, having the same tangent line at a common
point pg. Show that if F': S — S is a diffeomorphism then F(C;) and F(Cs3) are
the supports of regular curves tangent at F(po).

2.46. Let f: S1 — S2 be a smooth map between connected regular surfaces.
Show that f is constant if and only if df = 0.

2.47. Prove that every surface of revolution having as its generatrix an open
Jordan arc is diffeomorphic to a circular cylinder.

2.48. Show that a rotation of an angle 6 of R® around the z-axis induces a
diffeomorphism on a regular surface of revolution obtained by rotating a curve
around the z-axis.

2.49. Let S C R™ be a regular surface and py ¢ S. Prove that the function
d: S — R defined by d(p) = ||p — pol, i-e., the distance from py, is of class C'°.

2.50. Construct an explicit diffeomorphism F' between the one-sheeted hyper-
boloid of equation (z/a)? + (y/b)? — (z/c)? = 1 and the right circular cylinder of
equation 2 + y?> = 1, determine its differential dF, at every point, and describe
the inverse of F' in local coordinates.

2.51. Construct a diffeomorphism between the right circular cylinder of equa-
tion 22 + 42 = 4 and the plane R? with the origin removed.






CHAPTER 3

Curvatures

One of the main goals of differential geometry consists in finding an effective and
meaningful way of measuring the curvature of non-flat objects (curves and surfaces).
For curves we have seen that it is sufficient to measure the changes in tangent
versors: in the case of surface things are, understandably, more complicated. The
first obvious problem is that a surface can curve differently in different directions;
so we need a measure of curvature related to tangent directions, that is, a way of
measuring the variation of tangent planes.

To solve this problem we have to introduce several new tools. First of all,
we need to know the length of vectors tangent to the surface. As explained in
Section 3.1, for this it suffices to restrict to each tangent plane the canonical scalar
product in R?. In this way, we get a positive definite quadratic form on each tangent
plane (the first fundamental form), which allows us to measure the length of tangent
vectors to the surface (and, as we shall see in Section 3.2, the area of regions of the
surfaces as well). It is worthwhile to notice right now that the first fundamental
form is an intrinsic object associated with the surface: we may compute it while
remaining within the surface itself, without having to go out to R>.

A tangent plane, being a plane in R?, is completely determined as soon as we
know an orthogonal versor. So a family of tangent planes can be described by
the Gauss map, associating each point of the surface with a versor normal to the
tangent plane at that point. In Section 3.3 we shall see that the Gauss map always
exists locally, and exists globally only on orientable surfaces (that is, surfaces where
we can distinguish an interior and an exterior).

In Section 3.4 we shall at last define the curvature of a surface along a tangent
direction. We shall do so in two ways: geometrically (as the curvature of the curve
obtained by intersecting the surface with an orthogonal plane) and analytically, by
using the differential of the Gauss map and an associated quadratic form (the second
fundamental form). In particular, in Section 3.5 we shall introduce the Gaussian
curvature of a surface as the determinant of the differential of the Gauss map, and
we shall see that the Gaussian curvature summarize the main curvature properties
of a surface. Furthermore, in Section 3.6, we shall prove Gauss’ Theorema Egregium,
showing that, although the definition involves explicitly the ambient space R?, the
Gaussian curvature actually is an intrinsic quantity, that is, it can be measured
while remaining inside the surface. This, for instance, allows us to determine that
the Earth is not flat without resorting to satellite photos, since it is possible to
ascertain that the Earth has non zero Gaussian curvature with measurements made
at sea level.

81
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3.1. The first fundamental form

As mentioned in the introduction to this chapter, we begin our journey among
surfaces’ curvatures by measuring the length of tangent vectors.

The Euclidean space R? is intrinsically provided with the canonical scalar prod-
uct. If S € R? is a surface, and p € S, the tangent plane T,S may be thought of
as a vector subspace of R, and so we may compute the canonical scalar product
of two tangent vectors to S at p.

DEFINITION 3.1. Let S C R? be a surface. For all p € S we shall denote by
(-,-)p the positive definite scalar product on T,S induced by the canonical scalar
product of R®. The first fundamental form I,: T,S — R is the (positive definite)
quadratic form associated with this scalar product:

Yv € T,S I,(v) = (v,v)p > 0.

REMARK 3.1. The knowledge of the first fundamental form I, is equivalent to
the knowledge of the scalar product (-,-),: indeed,

(0,0)p = 5 [Tp(0 )~ Lp(o) — Bp(w)] = 3 [Rw +w) — Lo —w)]

If we forget that the surface lives in the ambient space R®, and that the first
fundamental form is induced by the constant canonical scalar product of R?, limiting
ourselves to try and understand what can be seen from within the surface, we
immediately notice that it is natural to consider (-,-), as a scalar product defined
on the tangent plane T,,S which varies with p (and with the tangent plane).

A way to quantify this variability consists in using local parametrizations and
the bases they induce on the tangent planes to deduce the (variable!) matrix
representing this scalar product. Let then ¢: U — S be a local parametrization
at p € S, and {01,02} the basis of T,,S induced by ¢. If we take two tangent
vectors v, w € 1,5 and we write them as linear combination of basis vectors,
that is v = v101 + V202 and w = w101 + w202 € T},S, we may express (v,w), in
coordinates:

<’U, w>p = V1W1 <(91, 81>p + [”Ul’u}g + v2w1]<81, 82>p + U2w2<62, 82>p .

DEFINITION 3.2. Let ¢: U — S be a local parametrization of a surface S. Then
the metric coefficients of S with respect to ¢ are the functions FE, F, G: U — R
given by

E(J?) = <81;81>ga(93) ) F($) = <81582>4p(x) 5 G(LIZ‘) = <a2782>gp(z) 3
forall x € U.

Clearly, the metric coefficients are (why?) C°° functions on U, and they com-
pletely determine the first fundamental form:

I,(v) = E(x)v] + 2F (x)v1vz + G(z)v3 = [v1 g

E(x)
Fz) G(z)
for all p = ¢(z) € p(U) and v = v101 + v20, € T},S.

REMARK 3.2. The notation E, F and G, which we shall systematically use,
was introduced by Gauss in the early 19th century. In a more modern notation we
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may write E = g11, F = g12 = go1 and G = ga9, s0 as to get

2
(v,w)p = Z Ik (P)vrwY -
k=1

REMARK 3.3. We have introduced F, F' and G as functions defined on U.
However, it will sometimes be more convenient to consider them as functions defined
on ¢(U), that is, to replace them with Eo ™!, Fop~! and G o¢~!, respectively.
You might have noticed that we have performed just this substitution in the last
formula.

REMARK 3.4. Warning: the metric coefficients depend strongly on the local
parametrization! Example 3.4 will show how much they can change, even in a very
simple case, when choosing a different local parametrization.

EXAMPLE 3.1. Let S ¢ R? be the plane passing through po € R? and parallel
to the linearly independent vectors ¥, vp € R3. In Example 2.2 we have seen that
a local parametrization of S is the map ¢: R* — R? given by

o(x1,2) = po + 171 + 220> .

For all p € S the basis of 7},5 induced by ¢ is 01 = ¢ and 0y = 73, so the metric
coefficients of the plane with respect to ¢ are given by E = ||#||?, F = (v, 2) and
G = ||%,]|?. In particular, if ¥ and ¥ are orthonormal versors, we find

E=1, F=0, G=1.

EXAMPLE 3.2. Let U C R? be an open set, h € C®°(U), and ¢: U — R?
the local parametrization of the graph T'j, given by ¢(x) = (w,h(m)) Recalling

Example 2.23 we see that the metric coefficients of I', with respect to ¢ are given

by
2

on |* _ Oh Oh oh

+ Oz1| 0xq1 Oxa ' + 0xs

EXAMPLE 3.3. Let S C R? be the right circular cylinder with radius 1 cen-

tered on the z-axis. A local parametrization o: (0,27) x R — R® is given by

o(x1,22) = (cosz,sinxy, x9). The basis induced by this parametrization is given
by 01 = (—sinxi,cosz1,0) e 92 = (0,0,1), and so

E=1, F=0, G=1.

EXAMPLE 3.4. Using the local parametrization ¢: U — R? of the unit sphere

52 given by ¢(z,y) = (z,y,/1 — x> — y?) and recalling the local basis computed
in Example 2.22, we get

1—y? Ty 1— 22
5. F=—"2— G

EFE=—%—
1—22—y 1—a2—y

122 y2
On the other hand, the second local basis in Example 2.22 computed using the
parametrization (60, ¢) = (sin 8 cos ¢, sin 6 sin ¢, cos 0) gives us

E=1, F=0, G=sin’f.

EXAMPLE 3.5. Let S C R?® be the helicoid with the local parametrization
¢: R? = R® given by ¢(z,y) = (y cos z, y sin z, azx) for some a € R*. Then, recalling
the local basis computed in Problem 2.2, we find

E=y*+d% F=0, G=1.



84 3. CURVATURES

EXAMPLE 3.6. Let S C R® be the catenoid with the local parametrization
¥: R x (0,27) — R® given by t(z,y) = (acoshz cosy,acoshzsiny, azx) for some
a € R*. Then, recalling the local basis computed in Problem 2.1, we find

E=d%cosh’z, F=0, G=da%cosh’z.
EXAMPLE 3.7. More in general, let ¢: I x J — R?, given by
o(t,0) = (a(t) cos b, a(t) sinb, B(t)) ,

be a local parametrization of a surface of revolution S obtained as described in
Example 2.8 (where I and J are suitable open intervals). Then, using the local
basis computed in Example 2.24, we get

E=()?*+ (), F=0, G=a*.
For instance, if S is the torus studied in Example 2.9 then
E=r?, F=0, G=(rcost+zo)*.

The first fundamental form allows us to compute the length of curves on the
surface. Indeed, if o: [a,b] — S is a curve whose image is contained in the surface

S, we have
L(o) = /abq/fa(t) (0’(t)) dt .

Conversely, if we can compute the length of curves with support on the surface .S,
we may retrieve the first fundamental form as follows: given p € S and v € T},S let
o: (—¢,6) = S be a curve with 0(0) = p and 0’(0) = v, and set £(t) = L(clj4)-

Then (check it!):

e |2

I(0) = | 35
So, in a sense, the first fundamental form is related to the intrinsic metric
properties of the surface, properties that do not depend on the way the surface
is immersed in R®. Staying within the surface, we may measure the length of a
curve, and so we may compute the first fundamental form, without having to pop
our head into R?; moreover, a diffeomorphism that preserves the length of curves
also preserves the first fundamental form. For this reason, properties of the surface
that only depend on the first fundamental form are called intrinsic properties. For
instance, we shall see in the next few sections that the value of a particular curvature
(the Gaussian curvature) is an intrinsic property which will allow us to determine,
without leaving our planet, whether the Earth is flat or not.
The maps between surfaces preserving the first fundamental form deserve a
special name:

0)

DEFINITION 3.3. Let H: S; — S5 be a C* map between two surfaces. We say
that H is an isometry at p € Sy if for all v € T),S; we have

I (dHp(v)) = Ip(v) 5
clearly (why?) this implies that
<dH}U(U)a de(’LU)>H(p) = <’U, w>P

for all v, w € T,5,. We say that H is a local isometry at p € S if p has a
neighborhood U such that H is an isometry at each point of U; and that H is a
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local isometry if it is so at each point of S;. Finally, we say that H is an isometry
if it is both a global diffeomorphism and a local isometry.

REMARK 3.5. If H: S; — S5 is an isometry at p € Sy, the differential of H at
p is invertible, and so H is a diffeomorphism of a neighborhood of p in S; with a
neighborhood of H(p) in Ss.

REMARK 3.6. Isometries preserve the lenght of curves, and consequently all
intrinsic properties of surfaces.

EXAMPLE 3.8. Denote by S; C R® the plane {z = 0}, by Sy C R?® the
cylinder of equation 22 + y2 = 1, and let H: S; — Sy be the map given by
H(x,y,0) = (cosz,sinz,y). As seen in Example 2.21, the tangent plane to S;
at any of its points is Sp itself. Moreover, we have

dH,(v) = vlaa—j;l(p) + UQ%—I;(p) = (—vy sinz, v1 cosx, vg)

for all p = (x,y,0) € S1 and v = (v1,v2,0) € T,,51. Hence,
() (AHp(v)) = [dHy(0)[* = v} + 03 = [lv]|* = L(v) ,

and so H is a local isometry. On the other hand, H is not an isometry, because it
is not injective.

DEFINITION 3.4. We shall say that a surface Siis locally isometric to a surface
Sy if for all p € S there exists an isometry of a neighborhood of p in S; with an
open subset of Ss.

REMARK 3.7. Warning: being locally isometric is not an equivalence relation;
see Exercise 3.8.

Two surfaces are locally isometric if and only if they have (in suitable local
parametrizations) the same metric coefficients:

PROPOSITION 3.1. Let S, S C R? be two surfaces. Then S is locally isometric
to S if and only if for every point p € S there exist a point p € S, an open
subset U C R?, a local parametrization p: U — S of S centered at p, and a local
parametrization $: U — S ofS centered at p such that E=FE, F =F and G = G,
where E, F, G (respectively E, F, G) are the metric coefficients of S with respect
to @ (respectively, of S with respect to @).

PROOF. Assume that S is locally isometric to S. Then, given p € S, we may
find a neighborhood V of p and an isometry H: V — H(V) C S. Let ¢: U — S
a local parametrization centered at p and such that o(U) C V; then ¢ = H o ¢
is a local parametrization of S centered at p = H(p) with the required properties
(check, please).

Conversely, assume that there exist two local parametrizations ¢ and ¢ as
stated, and set H = ¢ o ¢~ t: o(U) — $(U). Clearly, H is a diffeomorphism with
its image; we have to prove that it is an isometry. Take ¢ € ¢(U) and v € T,S, and
write v = v19) + vad2. By construction (see Remark 2.24) we have dH,(9;) = 9;;
so dHy(v) = 0101 + v204; hence

o) (AH(v)) = vIE(¢7 o H(q))+2v1v2F (¢ o H(q)) +v3G (4 o H(q))
= VIE(¢ ' (q)) + 2v102F (71 (q)) + v3G (97 (q)) = I4(v) ,

and so H is an isometry, as required. [
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ExAMPLE 3.9. As a consequence, a plane and a right circular cylinder are
locally isometric, due to the previous proposition and Examples 3.1 and 3.3 (see
also Example 3.8). On the other hand, they cannot be globally isometric, since
they are not even homeomorphic (a parallel of the cylinder disconnects it into two
components neither of which has compact closure, a thing impossible in the plane
due to the Jordan curve theorem).

If you are surprised to find out that the plane and the cylinder are locally
isometric, wait till you see next example:

ExXAMPLE 3.10. Every helicoid is locally isometric to a catenoid. Indeed, let S
be a helicoid parametrized as in Example 3.5, and let S be the catenoid correspond-
ing to the same value of the parameter a € R*, parametrized as in Example 3.6.
Choose a point pg = ¢(z0,%0) € S, and let x: R x (0,27) — R? be given by
x(z,y) = (y — ™ + zp,asinh z). Clearly, x is a diffeomorphism with its image, so
@ o x is a local parametrization at p of the helicoid. The metric coefficients with
respect to this parametrization are

E=da%cosh’z, F=0, G=da’cosh’z,

so Proposition 3.1 ensures that the helicoid is locally isometric to the catenoid. In
an analogous way (exercise) it can be proved that the catenoid is locally isometric
to the helicoid.

So surfaces having a completely different appearance from outside may well be
isometric, and so intrinsically indistinguishable. But if so, how do we tell that two
surfaces are not locally isometric? Could even the plane and the sphere turn out to
be locally isometric? One of the main goals of this chapter is to give a first answer
to such questions: we shall construct a function, the Gaussian curvature, defined
independently of any local parametrization, measuring intrinsic properties of the
surface, so surfaces with significantly different Gaussian curvatures cannot be even
locally isometric.

By the way, we would like to remind you that one of the problems that prompted
the development of differential geometry was the creation of geographical maps. In
our language, a geographical map is a diffeomorphism between an open subset of
a surface and an open subset of the plane (in other words, the inverse of a local
parametrization) preserving some metric properties of the surface. For instance,
a geographical map with a 1:1 scale (a full-scale map) is an isometry of an open
subset of the surface with an open subset of the plane. Of course, full-scale maps
are not terribly practical; usually we prefer smaller-scale maps. This suggests the
following

DEFINITION 3.5. A similitude with scale factor » > 0 between two surfaces is
a diffeomorphism H: S; — S5 such that

() (AHp(v)) = 7, (v)
for all p € S; and v € T},5:.

A similitude multiplies the length of curves by a constant factor, the scale factor,
and so it is ideal for road maps. Unfortunately, as we shall see (Corollary 3.2),
similitudes between open subsets of surfaces and open subsets of the plane are
very rare. In particular, we shall prove that there exist no similitudes between
open subsets of the sphere and open subsets of the plane, so a perfect road map
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is impossible (the maps we normally use are just approximations). A possible
replacement (which is actually used in map-making) is given by conformal maps,
that is, diffeomorphisms preserving angles; see Exercises 3.61 and 3.62.

While we are at it, let us conclude this section talking about angles:

DEFINITION 3.6. Let S C R® be a surface, and p € S. A determination of the
angle between two tangent vectors vy, vy € 1,5 is a 6 € R such that

<'U1’ v2>p
Ip(vi)Ip(v2)
Moreover, if o1, 02: (—¢,&) = S are curves with 01(0) = 02(0) = p, we shall call
(determination of the) angle between o1 and o2 at p the angle between o/ (0) and
05(0).
In the plane the Cartesian axes meet (usually) at a right angle. Local pa-

rametrizations with an analogous property are very useful, and deserve a special
name:

cosf =

DEFINITION 3.7. We shall say that a local parametrization ¢ of a surface S is
orthogonal if its coordinate curves meet at a right angle, that is, if 1], and 0|,
are orthogonal for each p in the image of ¢.

REMARK 3.8. The tangent vectors to coordinate curves are 0; and 0s; so the
cosine of the angle between two coordinate curves is given by F'/ VEG, and a local
parametrization is orthogonal if and only if F = 0. It is possible to show that
orthogonal parametrizations always exist.

ExaMmPLE 3.11. Parallels and meridians are the coordinate curves of the local
parametrizations of the surfaces of revolution seen in Example 2.8, and so these
parametrizations are orthogonal thanks to Example 3.7.

3.2. Area

The first fundamental form also allows us to compute the area of bounded
regions of a regular surface. For the sake of simplicity, we shall confine our treatment
to the case of regions contained in the image of a local parametrization.

Let us begin by defining the regions whose area we want to measure.

DEFINITION 3.8. Let o: [a,b] — S be a piecewise regular curve parametrized
by arc length in a surface S C R3, and let a = sy < 81 < --- < s = b be a partition
of [a,b] such that ol _, s, is regular for j =1,..., k. As for plane curves, we set

o(s;) = lim o(s) and d(s?) = lim+ a(s);

S*)Sj S*}Sj

541

o(s; ) and o(sT) are (in general) distinct vectors of T, (s;)S. Of course, (s, ) and

J
(s;) are not defined unless the curve is closed, in which case we set &(sy ) = &(sy, )
and 6(s;) = &(sg). We shall say that o(s;) is a verter of o if o(s;) # d(s;r), and
that it is a cusp of o if 6(s;) = —d(s;r). A curvilinear polygon in S is a closed
simple piecewise regular curve parametrized by arc length without cusps.

DEFINITION 3.9. A regular region R C S of a surface S is a connected com-
pact subset of S obtained as the closure of its interior R and whose boundary is

parametrized by finitely many curvilinear polygons with disjoint supports. If S is
compact, then R = S is a regular region of S with empty boundary.
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F : Py + ijS

FIGURE 1

To define the length of a curve we approximated it with a polygonal closed
curve; to define the area of a region we shall proceed in a similar way.

DEFINITION 3.10. Let R C S be a regular region of a surface S. A partition
of R is a finite family R = {Ry,..., R,} of regular regions contained in R with
RiNR; COR;NOR; for all 1 < i # j < n and such that R = Ry U--- U R,.
The diameter ||R|| of a partition R is the maximum of the diameters (in R?) of the
elements of R. Another partition R = {Ry,..., Ry} of R is said to be a refinement
of R if for all i = 1,...,m there exists a 1 < j < n such that R; C R;. Finally, a
pointed partition of R is given by a partition R = {Ry,..., R,} of R and a n-tuple
7= (p1,...,pn) of points of R such that p; € R; for j =1,...,n.

DEFINITION 3.11. Let R C S be a regular region of a surface S, and (R, p) a
pointed partition of R. For all R; € R, denote by R; the orthogonal projection of

R; on the affine tangent plane p; + T},,S (see Fig. 1), and by Area(R;) its area.
The area of the pointed partition (R, ) is defined as

Area(R,p) = Z Area(R;) .
R;€R
We say that the region R is rectifiable if the limit

Area(R) = lim Area(R,
(®) IR]—0 (R.p)

exists and is finite. This limit shall be the area of R.

To prove that every regular region contained in the image of a local parametriza-
tion is rectifiable we shall need the classical Change of Variables Theorem for mul-
tiple integrals (see [3, Theorem 5.8, p. 211]):

THEOREM 3.1. Let h: Q — Q be a diffeomorphism between open sets of R™.
Then, for each regular region R C Q and each continuous function f: R — R we
have

/ (foh)|detJac(h)\dx1-~~dxn:/fd:z:l-udxn.
h=1(R) R

We shall also need an interesting General Topology result:

THEOREM 3.2. Let 4 = {U,}aca be an open cover of a compact metric space
(X,d). Then there exists a number 6 > 0 such that for all z € X there isa € A
such that By(x,0) C Uy, where By(x,0) is the open ball with center x and radius §
with respect to distance d.
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PRrROOF. Let {Uq,...,U,} be a fixed finite subcover of 4. For all a =1,...,n
define the continuous function f,: X — R by setting

fa(x) = d(va \ Ua) ’

and set f = max{f1,...,fn}. The function f is continuous; moreover, for each
x € X we can find 1 < o < n such that x € U,, and so f(x) > fu(z) > 0. Hence,
f > 0 everywhere; let § > 0 be the minimum of f in X. Then for all x € X we can
find 1 < a < n such that f,(x) > 4§, and so the open ball with center x and radius
0 is completely contained in U, as required. (]

Then:

THEOREM 3.3. Let R C S be a regular region contained in the image of a local
parametrization p: U — S of a surface S. Then R is a rectifiable and

(28) Area(R) = / VEG — F?dz; dzs .
e (R

PROOF. Let Ry C R be a regular region contained in R, and consider a point
po € Ry; our first goal is to describe the orthogonal projection Ry of Ry in pg+T5,S.
If po = p(x0), an orthonormal basis of T}, S is given by the vectors

S 1
€1 = 781(300),

E(zo)
_ E(xo) . M )
€2 = \/E(xO)G(:vo) — F(0)? (82( 0) . o1 ( o)) .

It follows (exercise) that the orthogonal projection 7, : R® — po + T, S is given
by the formula

—

Teo(q@) =Po + ——=——=(q — po,01(w0))€1

E(xo) F(xo) _
+ ¢ TG s (1 Oatan) = T 0n(a0) ).

Denote now by g, : po + 1p,S — R? the map sending each p € po + Tp,S to
the coordinates of p — pp with respect to the basis {€1, € }; since the latter is an
orthonormal basis, ¥,, preserves areas.

Set now hy = hyomzop; let ®: UxU — R?*xU be the map ®(z,y) = (ha(y), ).
It is immediate to verify that

(29) det Jac(®)(zo, 20) = det Jac(hy, ) (z0) = /E(x0)G(20) — F(x0)2 > 0;

so, for all zp € U there exists a neighborhood Vi, C U of zy such that ®|y, xv,,
is a diffeomorphism with its image. Recalling the definition of ®, this implies
that h.ly,, is a diffeomorphism with its image for all z € V,,. In particular, if
Ry = ¢(Qo) C ¢(U) is a regular region with Qy C V,, and z € Qg then the
orthogonal projection Ry of Ry on ¢(z) + Tp(e)S is given by 7, 0 ¢(Qo) and, since
1, preserves areas, Theorem 3.1 implies

(30) Area(Ry) = Area(h,(Qo)) = / | det Jac(hy )| dyrdys -

0
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Let R C (U) be an arbitrary regular region, and Q = ¢~ !(R). Given ¢ > 0,
we want to find a § > 0 such that for each pointed partition (R,p) of R with
diameter less than § we have

Area(R,p) — / VEG— F2dy; dys| < ¢
Q
The family U = {V, | x € Q} is an open cover of the compact set @Q; let o9 > 0 be
the Lebesgue number (Theorem 3.2) of 2¥. Let now V: Q x @ — R be given by
(z,y) = |det Jac(h,)(y)| — VE(y) — F(y)?.

By (29) we know that ¥(z,z) = O; so the uniform continuity provides us with a
01 > 0 such that

ly—z|<d = |¥(z,y)| <e/Area(Q) .

Finally, the uniform continuity of ¢~!|g provides us with a § > 0 such that if
Ry C R has diameter less than § then ¢~ !(Ry) has diameter less than min{dy, 1 }.

Let then (R,p), with R = {Ry,...,R,} and p = (p1,...,pn), be a pointed
partition of R with diameter less than d, and set Q; = ¢~ '(R;) and z; = ¢~ 1(p;).
Since each @; has diameter less than dyp, we may use formula (30) to compute the
area of each R;. Hence,

‘Area(R,ﬁ) - / VEG — F?dy; dys
Q

= Z/ | det Jac(hg; )| dyi1dys — / VEG — F2dy, dys
j=17Qj Q

< Z/ (z5,y)| dyr dy2 < Z WAT%(QJ‘) =

since each ; has diameter less than d;, and we are done. O

A consequence of this result is that the value of the integral in the right hand
side of (28) is independent of the local parametrization whose image contains R.
We are going to conclude this section by generalizing this result in a way that will
allow us to integrate functions on a surface. We shall need a lemma containing two
formulas that will be useful again later on:

LEMMA 3.1. Let ¢: U — S be a local parametrization of a surface S. Then
(31) |y A dall = VEG - F? |

where A is the vector product in R®. Moreover, if ¢: U — S is another local
parametrization with V = @(U) Np(U) # &, and h = ¢~ 0 ¢|,-1(v), then

(32) A1 A s oy = det Jac(h) () D1 A D gon(a)
for all x € o= Y (V), where {91,8,} is the basis induced by ¢.
Proor. Formula (31) follows from equality
17 A = (197 [[@]* — |7, @),

which holds for any pair @, @ of vectors of R>.
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Furthermore, we have seen (Remark 2.21) that

831 B A
Aile(z) = 92, Nlp@) + 9, D2l p(a) »

and so (32) immediately follows. O
As a consequence we find:

PRrROPOSITION 3.2. Let R C S be a reqular region of a surface S, and f: R — R

a continuous function. Assume that there exists a local parametrization ¢: U — S
of S such that R C p(U). Then the integral

/ (f o o)WEG — F2 dzy day
o1 ()

does not depend on .

PROOF. Assume that ¢: U — S is another local parametrization such that
R C @(U), and set h = p~1 o . Then the previous lemma and Theorem 3.1 yield

/ (focp) \ EG—F2d$C1 dxs = / (fO(p>||81/\62||d$1 dxo
¢~ 1(R) »~1(R)

=/ [(f0<,5)||51/\32|” o h|det Jac(h)|dz; dxo
»~1(R)

:/ (fo(ﬁ)\/Eé—Fdelde.
¢ H(R)

We may then give the following definition of integral on a surface:

DEFINITION 3.12. Let R C S be a regular region of a surface S contained in
the image of a local parametrization ¢: U — S. Then for all continuous functions
f: R — R the integral of f on R is the number

/fdz/:/ (f o ©)VEG — F2dz, dzs .
R )

We conclude this section by proving an analogue for surfaces of the Change of
Variables Theorem for multiple integrals.

PROPOSITION 3.3. Let F: S — S be a diffeomorphism between surfaces, and
R C S a regular region contained in the image of a local parametrization p: U — S
and such that F~1(R) is also contained in the image of a local parametrization
p: U — S. Then, for all continuous f: R — R, we have

/ (fOF)|detdF\dD:/fdy,
F~1(R) R

PROOF. Set Q = U and = G HF 1 (p(U))), so as to get ¢~ (R) C Q and
¢~ H(F~Y(R)) C Q; moreover, h = ¢t o Fo@: Q — Q is a diffecomorphism. Set
@ = Fo@. Then ¢ is a local parametrization of S, whose local basis {él7 52} can be
obtained from the local basis {9y, 8>} by the formula 5j = dF(éj). In particular,

101 A 8s| | det dF| o @ = ||y A Do 0 @ = | det Jac(h)|||01 A Da]| o h
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by (32). Then Theorem 3.1 and (31) imply
/ (foF) |detdF|dp
F-1(R)

:/ (fo@)|detdF| o pV EG — F? dz dxy
¢~ (R)

/ (fowoh)|||01 A sl o h|det Jac(h)|dz; dzs
h=1 (e~ (R))

:/ (fogp)\/EG—Fdeldxg:/fdl/.
e~ 1(R) R

3.3. Orientability

Orientability is an important notion in the theory of surfaces. To put it simply,
a surface is orientable if it has two faces, an internal one and an external one, like
the sphere, whereas it is non orientable, like the Mobius band (see Example 3.15),
if it has only one face, and no well-defined exterior or interior.

There are (at least) two ways to define precisely the notion of orientation:
an intrinsic one, and one depending on the embedding of the surface in R®. To
describe the first one, recall that orienting a plane means choosing an ordered
basis for it (that is, fixing a preferred rotation direction for the angles); two bases
determine the same orientation if and only if the change of basis matrix has positive
determinant (see [4, p. 167] or [2, p. 57]). So the idea is that a surface is orientable
if we may orient in a consistent way all its tangent planes. Locally this is not
a problem: just choose a local parametrization and orient each tangent plane of
the support by taking as orientation the one given by the (ordered) basis {01,092}
induced by the parametrization. Since the vectors 0; and 0y vary in a C* way, we
can sensibly say that all tangent planes of the support of the parametrization are
now oriented consistently. Another parametrization induces the same orientation if
and only if the change of basis matrix (that is, the Jacobian matrix of the change of
coordinates; see Remark 2.21) has positive determinant. So the following definition
becomes natural:

DEFINITION 3.13. Let S C R® be a surface. We say that two local param-
etrizations ¢, : Uy — S and @g: Ug — S determine the same orientation (or are
equioriented) if either ¢, (U,)Npp(Ug) = @ or det Jac(gpgl 0pq) > 0 where it is de-
fined, that is, on ¢! (pa(Ua)Ns(Up)). If, on the other hand, det Jac(cpglocpa) <0
where it is defined, the two local parametrizations determine opposite orientations.
The surface S is said to be orientable if there exists an atlas A = {¢,} for S
consisting of local parametrizations pairwise equioriented (and we shall say that
the atlas itself is oriented). If we fix such an atlas A, we say that the surface S is
oriented by the atlas A.

REMARK 3.9. Warning: it may happen that a pair of local parametrizations nei-
ther determine the same orientation nor opposite orientations. For instance, it may
happen that ¢, (Us)Npp(Ug) has two connected components with det Jac(gogl 0Py)
positive on one of them and negative on the other one; see Example 3.15.
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Recalling what we said, we may conclude that a surface S is orientable if and
only if we may simultaneously orient all its tangent planes in a consistent way.

ExAMPLE 3.12. A surface admitting an atlas consisting of a single local pa-
rametrization is clearly orientable. For instance, all surfaces given as graphs of
functions are orientable.

ExaMPLE 3.13. If a surface has an atlas consisting of two local parametrizations
whose images have connected intersection, it is orientable. Indeed, the determinant
of the Jacobian matrix of the change of coordinates has (why?) constant sign
on the intersection, so up to exchanging the coordinates in the domain of one of
the parametrizations (an operation that changes the sign of the determinant of
the Jacobian matrix of the change of coordinates), we may always assume that
both parametrizations determine the same orientation. For instance, the sphere is
orientable (see Example 2.6).

REMARK 3.10. Orientability is a global property: we cannot verify if a surface
is orientable just by checking what happens on single local parametrizations. The
image of a single local parametrization is always orientable; the obstruction to
orientability (if any) is related to the way local parametrizations are joined.

This definition of orientation is purely intrinsic: it does not depend on the way
the surface is immersed in R3. In particular, if two surfaces are diffeomorphic, the
first one is orientable if and only if the other one is (exercise). As already mentioned,
the second definition of orientation will be instead extrinsic: it will strongly depend
on the fact that a surface is contained in R.

When we studied Jordan curves in the plane, we saw that the normal versor
allowed us to distinguish the interior of the curve from its exterior. So, it is natural
to try and introduce the notions of interior and exterior of a surface by using normal
Versors:

DEFINITION 3.14. A normal vector field on a surface S C R® is a C'° map
N: S — R? such that N(p) is orthogonal to T,S for all p € S; see Fig. 2. If,
moreover, ||N|| = 1 we shall say that N is normal versor field to S.

If N is a normal versor field on a surface S, we may intuitively say that N
indicates the external face of the surface, while —NN indicates the internal face.
But, in contrast to what happens for curves, not every surface as a normal vector
field:

PROPOSITION 3.4. A surface S C R® is orientable if and only if there exists a
normal versor field on S.

PROOF. We begin with a general remark. Let ¢,: U, — S be a local param-
etrization of a surface S; for all p € ¢, (U,) set

a1 o A a2 a
N = : : ’
(p) ] (p)

where 0; o, = 0po/0z;, as usual. Since {01,024} is a basis of T,,S, the ver-
sor No(p) is well defined, different from zero, and orthogonal to T,S; moreover,
it clearly is of class C*°, and so N, is a normal versor field on ¢,(U,). No-
tice furthermore that if pg: Us — S is another local parametrization such that
0o (Ua) Nps(Ug) # @ then (32) implies

(33) N, = sgn(det Jac(o;" 0 0a)) N3
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FIGURE 2. A normal vector field

on o (Ua) N@s(Up).

Assume now S to be orientable, and let A = {p,} be an oriented atlas. If
P € 0a(Ua) Nps(Ug), with @, ¢ € A, equality (33) tells us that N, (p) = Ns(p);
so the map p — N, (p) does not depend on the particular local parametrization we
have chosen, and defines a normal versor field on S.

Conversely, let N: S — R* be a normal versor field on S, and let A = {p.}
be an arbitrary atlas of S such that the domain U, of each ¢, is connected. By
definition of vector product, N, (p) is orthogonal to T,S for all p € ¢,(U,) and
Yo € A; s0 (N,N,) = £1 on each U,. Since U, is connected, up to modifying ¢,
by exchanging coordinates in U,, we may assume that all these scalar products are
identically equal to 1. Hence,

N,=N
on each U,, and (33) implies that the atlas is oriented. O

DEFINITION 3.15. Let S € R® be a surface oriented by an atlas A. A normal
versor field N will be said to determine the (assigned) orientation if

O NDy
|01 A Oa|
for any local parametrization ¢ € A.
A consequence of the latter proposition is that if .S is an oriented surface then

there exists always (why?) a wnique normal versor field determining the assigned
orientation.
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FIGURE 3. The Mo6bius band

ExXAMPLE 3.14. Every surface of revolution S is orientable. Indeed, we may
define a normal versor field N: S — S? by setting

0 0 0 0

Ne) = é)tp/\éwp/ o), a0
—p/(

21 - —f3'(t)sin@
Jw®)+@em)?| o

for all p = ¢(t,0) € S, where ¢: R* — S is the immersed surface with support S
defined in Example 2.8, and we used Example 2.24.

‘ p

t) cos 6
t)
!/

DEFINITION 3.16. Let S € R? be an oriented surface, and N: S — $2 a normal
versor field that determines the assigned orientation. If p € S, we shall say that a
basis {v1,ve} of T),S is positive (respectively, negative) if the basis {v1,ve, N(p)} of
R? has the same orientation (respectively, the opposite orientation) as the canonical
basis of R3.

In particular, a local parametrization ¢: U — S determines the orientation
assigned on S if and only if (why?) {01]p,02|p} is a positive basis of T},S for
all p € (V).

As mentioned above, not every surface is orientable. The most famous example
of non orientable surface is the M6bius band.

EXAMPLE 3.15 (The Mébius band). Let C be the circle in the zy-plane with
center in the origin and radius 2, and ¢y the line segment in the yz-plane given
by y = 2 and |z| < 1, with center in the point ¢ = (0,2,0). Denote by ¢y the line
segment obtained by rotating ¢ clock-wise along C' by an angle 6 and simultaneously
rotating ¢y around ¢ by an angle 6/2. The union S = U06[0,27r] Ly is the Mdbius
band (Fig. 3); we are going to prove that it is a non orientable surface.

Set U = {(u,v) € R* |0 < u < 27, —1 < v < 1}, and define ¢, ¢: U — S by

o(u,v) = ((2 — vsin %) sin u, (2 — vsin g) COS U, U COS g) ,

. L 2u+tTm C2u+T . 2u+m
o(u,v) = 2 —vsin cosu, [—2 + vsin sinu, v cos — .

It is straightforward to verify (exercise) that {¢, ¢} is an atlas for S, consisting of
two local parametrizations whose images have disconnected intersection: indeed,
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e(U)N@U) = e(W1) U p(W2), with
Wiy ={(u,v) eU |n/2<u<2r} and Wo={(u,v) eU |0<u<m/2}.

Now, if (u,v) € Wi we have ¢(u,v) = ¢(u — 7/2,v), while if (u,v) € Wy we have
o(u,v) = @(u+ 31/2,—v); so

o7 o p(u,v) = {(“‘W/Q’W if (u,v) € Wi,

(u+3m/2,—v) if (u,v) € Wy .

In particular,

1 7%
det Jac(¢p™ o @) = {+ on

—1 on WQ .

Now, assume by contradiction that S is orientable, and let N be a normal versor
field on S. Up to inverting the sign of IV, we may assume that N is given by
OuNOy/||0uNDy]|| on (U), where 9, = d¢/Ou and 9, = dp/Jv. On the other hand,
we have N = £0, A 0, /]84 A 8, on $(U), where 8, = d¢/du and d, = dp/dv,
and the sign is constant because U is connected. But (33) applied to W7 tells us
that the sign should be +1, whereas applied to W5 yields —1, contradiction.

Let us remark explicitly that the Mobius band is not a closed surface in R3.
This is crucial: indeed, it is possible to prove that every closed surface in R? is
orientable.

Finally, a large family of orientable surfaces is provided by the following

COROLLARY 3.1. Let a € R be a regular value for a function f: Q@ — R of
class C*°, where Q C R® is an open set. Then every connected component S of
f~(a) is orientable, and a normal versor field is given by N =V f/||[V f]|.

PrOOF. It immediately follows from Proposition 2.7. (]

It is possible to show that a converse of this corollary: if S C R? is an orientable
surface and Q C R® an open set containing containing S such that S is closed in Q
with ©\ S disconnected then there exists a function f € C°°(2) such that S is a
level surface for f.

3.4. Normal curvature and second fundamental form

As you have undoubtedly already imagined, one of the main questions differ-
ential geometry has to answer is how to measure the curvature of a surface. The
situation is quite a bit more complicated than for curves, and as a consequence
the answer is not only more complex, but it is not even unique: there are several
meaningful ways to measure the curvature of a surface, and we shall explore them
in detail in the rest of this chapter.

The first natural remark is that the curvature of a surface, whatever it might
be, is not constant in all directions. For instance, a circular cylinder is not curved
in the direction of the generatrix, whereas it curves along the directions tangent to
the parallels. So it is natural to say that the curvature of the cylinder should be
zero in the direction of the generatrix, whereas the curvature in the direction of the
parallels should be the same as that of the parallels themselves, that is, the inverse
of the radius. And what about other directions? Looking at the cylinder, we would
guess that its curvature is maximal in the direction of the parallel, minimal in the
direction of the generatrix, and takes intermediate values in the other directions.
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To compute it, we might for instance consider a curve contained in the surface,
tangent to the direction we have chosen; at the very least, this is an approach that
works for generatrices and parallels. The problem is: which curve? A priori (and
a posteriori too, as we shall see), if we choose a random curve the curvature might
depend on some property of the curve and not only on the surface S and on the
tangent direction v we are interested in. So we need a procedure yielding a curve
depending only on S and v and representing appropriately the geometry of the
surface along that direction. The next lemma describes how to do this:

LEMMA 3.2. Let S be a surface, p € S and choose a versor N(p) € R? orthog-
onal to T},S. Given v € T),S of length 1, let H, be the plane passing through p and
parallel to v and N(p). Then the intersection H, NS is, at least in a neighborhood
of p, the support of a reqular curve.

PRrROOF. The plane H, has equation (z —p,v AN(p)) =0. Soif p: U — Sisa
local parametrization centered at p, a point ¢(y) € ¢(U) belongs to H, NS if and
only if y € U satisfies the equation f(y) = 0, where

f(y) = (py) —p,v AN(p)) .

If we prove that C ={y e U | f(y
we are done, as H, N p(U) = ¢(C
o0 near p.

Now,

) = 0} is the support of a regular curve o near O,
) is in this case the support of the regular curve

of
F0) = (D0 A N (D))
so if O were a critical point of f, the vector v A N(p) would be orthogonal to both
O1]p and Os]p, and hence orthogonal to T},S, that is, parallel to N(p), whereas it is
not. So O is not a critical point of f, and by Proposition 1.2 we know that C' is a
graph in a neighborhood of O. ]

DEFINITION 3.17. Let S be a surface. Given p € S, choose a versor N(p) € R3
orthogonal to T;,S. Take v € T},S of length one, and let H, be the plane through p
and parallel to v and N(p). The regular curve o, parametrized by arc length, with
0(0) = p whose support is the intersection H, NS in a neighborhood of p is the
normal section of S at p along v (see Fig. 4). Since Span{v, N(p)} N 1,5 = Ru,
the tangent versor of the normal section at p has to be d+v; we shall orient the
normal section curve so that (0) = v. In particular, ¢ is uniquely defined in a
neighborhood of 0 (why?).

The normal section is a curve that only depends on the geometry of the surface
S in the direction of the tangent versor v; so we may try and use it to give a
geometric definition of the curvature of a surface.

DEFINITION 3.18. Let S be a surface, p € S and let N(p) € R® be a versor
orthogonal to 7},S. Given v € T,S of length 1, orient the plane H, by choosing
{v, N(p)} as positive basis. The normal curvature of S at p along v is the oriented
curvature at p of the normal section of S at p along v (considerered as a plane curve
contained in H,) .

REMARK 3.11. Clearly, the normal section curve does not depend on the choice
of the particular versor N (p) orthogonal to T,,S. The normal curvature, on the other
hand, does: if we substitute —N(p) for N(p), the normal curvature changes sign
(why?).
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FIGURE 4. Normal section

It is straightforward to verify (do it!) that the normal curvature of a right
circular cylinder with radius r > 0 is actually zero along the directions tangent
to the generatrices, and equals +1/r along the directions tangent to the parallels
(which are normal sections); computing the curvature along other directions is
however more complicated. For the cylinder the other normal sections are ellipses,
so it can somehow be done; but for an arbitrary surface the problem becomes
harder, as normal section curves are defined only implicitly (as the intersection of a
plane and a surface), and so computing their oriented curvature might not be easy.

To solve this problem (and, as you will see, we shall solve it and obtain simple
explicit formulas to compute normal curvatures), let us introduce a second way to
study the curvature of a surface. In a sense, the curvature of a curve is a measure of
the variation of its tangent line; the curvature of a surface might then be a measure
of the variation of its tangent plane. Now, the tangent line to a curve is determined
by the tangent versor, that is, by a vector-valued map, uniquely defined up to
sign, so measuring the variation of the tangent line is equivalent to differentiating
this map. Instead, at first glance we might think that to determine the tangent
plane might be necessary to choose a basis, and this choice is anything but unique.
But, since we are talking about surfaces in R?, the tangent plane actually is also
determined by the normal versor, which is unique up to sign; so we may try to
measure the variation of the tangent plane by differentiating the normal versor.

Let us now try and make this argument formal and rigorous. As we shall see,
we shall actually obtain an effective way of computing the normal curvature; but
to get there we shall need a bit of work.

We begin with a crucial definition.

DEFINITION 3.19. Let S C R? be an oriented surface. The Gauss map of S is
the normal versor field N: S — S? that identifies the given orientation.

REMARK 3.12. Even if for the sake of simplicity we shall often work only
with oriented surfaces, much of what we are going to say in this chapter holds for
every surface. Indeed, every surface is locally orientable: if ¢: U — S is a local
parametrization at a point p, then N = 91 A 02/||01 A O2|| is a Gauss map of p(U).
Therefore every result of a local nature we shall prove by using Gauss maps and
that does not change by substituting —NV for N actually holds for an arbitrary
surface.
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The Gauss map determines uniquely the tangent planes to the surface, since
T,S is orthogonal to N(p); so the variation of N measures how the tangent planes
change, that is, how far the surface is from being a plane (see also Exercise 3.18).

The argument presented above suggests that the curvature of a surface might
then be related to the differential of the Gauss map, just like the curvature of a
curve was related to the derivative of the tangent versor. To verify the correctness
of this guess, let us study some examples.

ExAMPLE 3.16. In a plane parametrized as in Example 2.2 we have

_ BAD
[ AT

so N is constant and AN = O.

EXAMPLE 3.17. Let S = S?. By using any of the parametrizations described in
Example 3.4 we find N(p) = p, a result consistent with Example 2.22. So the Gauss
map of the unit sphere is the identity map, and in particular we have dN,, = id for
all p € S2.

EXAMPLE 3.18. Let S C R® be a right circular cylinder of equation 343 = 1.
Corollary 3.1 tells us that a Gauss map of S is given by

N(p) = |p2
0

for all p = (p1,p2,p3) € S. In particular,
T,5 = N(p)* = {v € R® | vips + vaps = 0} .

Moreover, as N is the restriction to S of a linear map of R? in itself, we get (why?)
dNp(v) = (v1,v2,0) for all v = (v1,v2,v3) € T,S.

In particular, dN,(T,S) C T,,5, and as an endomorphism of T,,S the differen-
tial of the Gauss map has an eigenvalue equal to zero and one equal to 1. The
eigenvector corresponding to the zero eigenvalue is (0,0,1), that is, the direction
along which we already know the cylinder has zero normal curvature; the eigenvec-
tor corresponding to the eigenvalue 1 is tangent to the parallels of the cylinder, so
it is exactly the direction along which the cylinder has normal curvature 1. As we
shall see, this is not a coincidence.

EXAMPLE 3.19. Let I'y, € R?® be the graph of a function h: U — R, where
U C R? is open, and let ¢: U — T, be the usual parametrization ¢(z) = (z, h(z))
of I'y,. Example 2.23 tells us that a Gauss map N: I';, — S of I', is given by

—8h/8x1
ARAL: L |_on/ox

(p: =
lovAGall IHTVRIR |y

Let us compute how the differential of NV acts on the tangent planes of I'j,.

N o
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Choose p = p(z) € T'y; recalling Remark 2.24 we get

_ 0N o)
ANy(05) = =5 (@)
S S /o O PO (/0 W W S
B (1 + ||Vh||2)3/2 8551 (9562 81‘]‘8:22 8172 8xj31‘1 1

L|onon on o (on N h ||
6$1 81‘2 63:j6x1 8@‘1 8a:j8x2 2 '
in particular, dN,(T,I'y) C T,T'), for all p € T'y,.

ExAMPLE 3.20. Let S be a helicoid, parametrized as in Example 3.5. Then
1 —asinz
(Noy)(x,y) = ————=| acosz
Va? + y? —y
Let now p = p(xo,%0) € S, and take v = v101 + v202 € T,S. Arguing as in the
previous example we find

O(N oy O(N oy
dNy(v) = Ul%(%,yo) +026y>($0,y0)
a a

Y — Y, N
(@) 0 @@ g

In particular, dN,(7T,S) C T,,S in this case too.

EXAMPLE 3.21. Let S C R?® be a catenoid, parametrized as in Example 3.6.
Then

1 |—cosy
N - —si
(N o)(ay) = —— | —siny
sinh
Let now p = ¥(xo,Y0) € S, and take w = w101 + w202 € T,S. Then we get
AN, (w) = ——1 9 29, .

a cosh? z ' a cosh? x
In particular, dN,(T,S) C T,,5, once again.

EXAMPLE 3.22. Let S C R® be a surface of revolution, oriented by the Gauss
map N: S — S? we computed in Example 3.14. Then

9 Bl — o B" o ‘
dN, | — = =,
P (815 p> ()2 + (5/)2)3/2 ot|,
9 _ —Blla___ O

Ny (ae p> (@) F (B2 ae‘p ’

and again dN,(T,S) C T,S for all p € S.

In all previous examples the differential of the Gauss map maps the tangent
plane of the surface in itself; this is not a coincidence. By definition, d/V, maps 7,5
in Ty S?. But, as already remarked (Example 2.22), the tangent plane to the
sphere in a point is orthogonal to that point; so Ty (,)S 2 is orthogonal to N(p), and
thus it coincides with 7},S. Summing up, we may consider the differential of the
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Gauss map at o point p € S as an endomorphism of T,S. And it is not just any
endomorphism: it is symmetric. To prove this, we need a result from Differential
Calculus (see [3, Theorem 3.3, p. 92]):

THEOREM 3.4 (Schwarz). Let Q C R™ be an open set and f € C%(Q). Then
*f _ f
&viaxj o 8$J8.”L'Z '

Vi,j=1,....n

Hence:

PROPOSITION 3.5. Let S C R® be an oriented surface, and let N: S — S? its
Gauss map. Then AN, is an endomorphism of T),S, symmetric with respect to the
scalar product (-,-), for allp € S.

PrOOF. Choose a local parametrization ¢ centered at p, and let {91,02} be
the basis of T),S induced by ¢. It suffices (why?) to prove that dN, is symmetric
on the basis, that is, that

(34) <de(al>7a2>p = <81ade(82)>p .

Now, by definition (N o ¢, d3) = 0. Differentiating with respect to x; and recalling
Remark 2.24 we get

0 = £<No¢,52>(0):<W(O)7§£(O)>+<N(p),ai;;2(0)>

= (dN,(01),02)p + <N(p), 85150332 (O)> -

Analogously, by differentiating (N o ¢, d;) = 0 with respect to x5 we get

2
0= (N, @) 01}, + (V). 522 (0))

and (34) follows from Theorem 3.4. O

We have a scalar product and a symmetric endomorphism; Linear Algebra
suggests us to mix them together.

DEFINITION 3.20. Let S C R? be an oriented surface, and denote by N: S — $2
its Gauss map. The second fundamental form of S is then the quadratic form
Qp: TS — R given by

Yv e TpS Qp(v) = —(dN,(v),v), .

REMARK 3.13. The minus sign in the previous definition will be necessary for
equation (35) to hold.

REMARK 3.14. By changing the orientation of S the Gauss map changes sign,
and so the second fundamental form changes sign too.

ExampLE 3.23. Of course, the second fundamental form of a plane is zero
everywhere.

EXAMPLE 3.24. The second fundamental form of a cylinder oriented by the

Gauss map given in Example 3.18 is Q,(v) = —v? — v3.

ExaMPLE 3.25. The second fundamental form of the sphere oriented by the
Gauss map of Example 3.17 is the opposite of the first fundamental form: @, = —1I,.
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EXAMPLE 3.26. Let ', C R? be the graph of a function h: U — R, with U C R?
open, oriented by the Gauss map of Example 3.19. Recalling the Example 3.2 we
find

Qp(v) = *<de(81)aal>p”%*2<de(al)va2>p'Ulv?*<de(a2)a82>p”§
1 0%h 9 9%h 9%h 9

= _ | — 2 I
T TR@T L0221 2auas, T2 T 5 ()

for all p = (x,h(x)) € I'y, and all v = v10; + v202 € T,I'y. In other words, the
matrix representing the second fundamental form with respect to the basis {01,092}
is (1+ ||Vh||?)~/?Hess(h), where Hess(h) is the Hessian matrix of h.

EXAMPLE 3.27. Let S € R?® be a helicoid, oriented by the Gauss map of
Example 3.20. Then, recalling Problem 2.2 and Example 3.5, we get

2
_ a 2 U2
QP(,U) - (a2 F y8)1/2 |:F(x0’y0) (,Ul + CL2 i y8> + QG(:EO»yO)Uva
2a

T @t

for all p = ¢(z0,y0) € S and v = v101 + v202 € T},S.

EXAMPLE 3.28. Let S C R® be a catenoid, oriented by the Gauss map of
Example 3.21. Then

E(xgq, Gz
Qp(w) — ( 0 2yO) w% + ( 0723/0) ’UJS — 7(110% +aw§
acosh” zg acosh” g

for all p = 1(xo,yo) € S and w = w101 + w202 € T,,S.

EXAMPLE 3.29. Let S C R? be a surface of revolution, oriented by the Gauss
map of Example 3.22. Then
O/ﬂ// _ a//ﬂ/ 5 O[/B/ 5

Y/ een ) Y/ Cy e i
for all p = (a(t) cos 6, a(t) sinf, B(t)) € S and v = v10/0t + v20/00 € T,S.

The second fundamental form, just like the normal curvature, allows us to
associate a number with each tangent versor to a surface; moreover, the second
fundamental form, like the normal curvature, has to do with how much a surface
curves. The second fundamental form, however, has an obvious advantage: as we
have seen in the previous examples, it is very easy to compute starting from a local
parametrization. This is important because we shall now show that the normal
curvature coincides with the second fundamental form. To prove this, take an arbi-
trary curve o: (—e,e) — S in S, parametrized by arc length, and set o(0) =p € §
and ¢(0) = v € T,,S. Set N(s) = N(o(s)); clearly, (6(s), N(s)) = 0. By differenti-

ating, we find _
(G(s), N(s)) = —(6(s), N(s)) -

But N(0) = dN,(v); so

(35) Qp(v) = —(dNp(v),5(0)) = (6(0), N(p)) -
Moreover, if o is biregular we have & = k1, where « is the curvature of o, and 7 is
the normal versor of o, and so we have

@p(v) = w(0)(7i(0), N(p)) -
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This formulas suggest the following

DEFINITION 3.21. Let 0: I — S be a curve parametrized by arc length con-
tained in an oriented surface S. The normal curvature k,: I — R of o is the
function given by

kn={(6,Noo)=k(ii, Noo),
where the second equality holds when o is biregular. In other words, the normal
curvature of o is the (signed) length of the projection of the acceleration vector &
along the direction orthogonal to the surface. Moreover, by (35) we know that

(36) K”ﬂ(s) = Qa(s) (U(S)) .

REMARK 3.15. If the orientation of S is inverted, the normal curvature function
changes sign.

If o is the normal section of S at p along v, its normal versor at p is (why?)
exactly N(p), so the normal curvature of S at p along v is the normal curvature of
o at p. Hence we are at last able to prove that the second fundamental form gives
the normal curvature of the surface:

PROPOSITION 3.6 (Meusnier). Let S C R® be an oriented surface with Gauss
map N: S — S%, andp € S. Then:

(i) two curves in S passing through p tangent to the same direction have the
same normal curvature at p;
(ii) the normal curvature of S at p along a vector v € T,S of length 1 is given

by Qp(v).

PROOF. (i) Indeed, if o7 and o9 are curves in .S with 01(0) = 02(0) = p and
61(0) = 62(0) = v then (36) tells us that the normal curvature at 0 of both curves
is given by Q,(v).

(ii) If o is the normal section of S at p along v we have already remarked that

(0) = £(0)N(p), where & is the oriented curvature of o, and the assertion follows
from (35). O

3.5. Principal, Gaussian and mean curvatures

We have now proved that the normal curvatures of a surface are exactly the
values of the second fundamental form on the tangent versors. This suggests that a
more in-depth study of normal curvatures by using the properties of the differential
of the Gauss map should be possible (and useful). As we shall see, the basic fact
is that dN, is a symmetric endomorphism, and so (by the spectral theorem) it is
diagonalizable.

DEFINITION 3.22. Let S € R® be an oriented surface, denote by N: S — $2
its Gauss map, and take p € S. A principal direction of S at p is an eigenvector
of dV,, of length one, and the corresponding eigenvalue with the sign changed is a
principal curvature.

If v € T},S is a principal direction with principal curvature k, we have
Qp(v) = —(dNp(v),v)p = —(—kv,v)p, =k ,

and so the principal curvatures are normal curvatures. To be precise, they are the
smallest and the largest normal curvatures at the point:
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PROPOSITION 3.7. Let S C R? be an oriented surface and denote by N: S — S2
its Gauss map. Take p € S. Then we may find principal directions vy, vo € TS
with corresponding principal curvatures ki, ke € R, with k1 < ko and such that:

(i) {v1,v2} is an orthonormal basis of T,S;
(ii) given a versor v € T,S, let 8 € (—m,m| be a determination of the angle
between vi and v, so that cos® = (v1,v), and sinf = (va,v),. Then

(37) Qp(v) = k1 cos? 0 + ko sin® @

(Euler’s formula);

(iii) k1 is the smallest normal curvature at p, and ko is the largest normal
curvature at p. More precisely, the set of possible normal curvatures of S
at p is the interval [k1, ko], that is,

{Qp(v) | v € TS, Iy(v) =1} = [k1, ko] -

Proor. Since dN,, is a symmetric endomorphism of 7,,5, the spectral theorem
(see [2, Theorem 13.5.5, p. 100], or [4, Theorem 22.2, p. 311]) provides us with an
orthonormal basis consisting of eigenvectors {v1,vo} that satisfies (i).

Given v € T,S of length one, we may write v = cosfv; + sinf vy, and so we
get

Qp(v) = —(dNp(v),v), = (k1 cosBv1 + ko sin@vg, cosf vy +sinbva),
= kycos? 0+ kosin®0 .

Finally, if k1 = ko then dN,, is a multiple of the identity, all normal curvatures
are equal and (iii) is trivial. If, on the other hand, k; < k2 then (37) tells us that

Qp(v) = k1 + (kg — ky)sin? 0 .

So the normal curvature has a maximum (respectively, a minimum) for § = £7/2
(respectively, § = 0, 7), that is, for v = £wvs (respectively, v = £wv;1), and this
maximum (respectively, minimum) is exactly ko (respectively, k1). Moreover, for
0 € (—m, 7] the normal curvature takes all possible values between ki and ko, and
(iii) is proved. O

When you learned about linear endomorphisms you certainly saw that two
fundamental quantities for describing their behavior are the trace (given by the sum
of the eigenvalues) and the determinant (given by the product of the eigenvalues).
You will then not be surprised in learning that the trace and (even more so) the
determinant of dNV,, are going to play a crucial role when studying surfaces.

DEFINITION 3.23. Let S C R? be an oriented surface, and denote by N: S — S
its Gauss map. The Gaussian curvature of S is the function K: S — R given by

Vpe s K(p) = det(dNp) ,

while the mean curvature of S is the function H: S — R given by

Vpe S H(p) = —%tr(de) .

REMARK 3.16. If k1 and ko are the principal curvatures of S at p € S, then
K(p) = kle and H(p) = (kl + kg)/Q
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©(Bs) No p(Bs)

FIGURE 5

REMARK 3.17. If we change the orientation on S the Gauss map N changes
sign, and so both the principal curvatures and the mean curvature change sign;
the Gaussian curvature K, on the other hand, does not change. So we may define
the Gaussian curvature for non-orientable surfaces too: if p is a point of an arbi-
trary surface S, the Gaussian curvature of S at p is the Gaussian curvature at p
of the image of an arbitrary local parametrization of S centered at p (remember
Remark 3.12 too). Analogously, the absolute value of the mean curvature is well
defined on non-orientable surfaces too.

REMARK 3.18. The Gaussian curvature admits an interesting interpretation in
terms of ratios of areas. Let p: U — R® be a local parametrization of a surface
S c R? centered at p € S, and denote by Bs C R? the open disk with center in the
origin and radius § > 0. Then if K(p) # 0 we have (see Fig 5)

. Area(N o ¢(Bs)
[K(p)| = lim ( )
3—0  Area(y(Bs))
To prove this, note first that K(p) = det dN, # 0 implies that N o ¢|p; is a

local parametrization of the sphere for § > 0 small enough. Then Theorem 3.3 and
Lemma 3.1 imply

O(Noy) O(Noyp)
A N B = A dz1d
rea(N o ¢(Bj)) /Ba A o x1 dzsy
_ / K| (|01 A 8| das das |
Bs
and
Area(ip(Bs)) :/ 191 A By day dzs
Bs
Hence,
i Area(Nogo(B(;)) _ hm (m6%)~ fBJ |K| |01 A O dzq dao
550 Area(y(Bs)) N hm (16%)71 [, 101 A D[ dy dzo

6—0

K(p)[81], A ol
g :Kp s
1011y A Dl (7)
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FIGURE 6

using the mean value theorem for multiple integrals (see [3, Problem 6, p. 190] for
a sketch of the proof).

REMARK 3.19. The sign of the Gaussian curvature may give an idea of how
a surface looks like. If p € S is a point with K (p) > 0, all normal curvatures at
p have the same sign. Intuitively, this means that all normal sections of S at p
curve on the same side (why?) with respect to 7,5, and so in proximity of p the
surface lies all on a single side of the tangent plane: see Fig. 6.(a). On the other
hand, if K(p) < 0, we have normal curvatures of both signs at p; this means that
the normal sections may curve on opposite sides with respect to 7,5, and so in
a neighborhood of p the surface has sections on both sides of the tangent plane:
see Fig. 6.(b). Nothing can be said a priori when K(p) = 0. Problem 3.17 and
Exercises 3.53 and 3.48 will formalize these intuitive ideas.

The previous remark suggests a classification of the points of S according to
the sign of the Gaussian curvature.

DEFINITION 3.24. Let S C R? be an oriented surface, and denote by N: § — 52
its Gauss map. A point p € S is elliptic if K(p) > 0 (and so all normal curvatures at
p have the same sign); hyperbolic if K(p) < 0 (and so there are normal curvatures at
p with opposite signs); parabolic if K(p) = 0 but dN,, # O; and planar if AN, = O.

The rest of this section will be devoted to finding an effective procedure for
computing the various kind of curvatures (principal, Gaussian and mean) we intro-
duced. Let us begin by studying how to express the second fundamental form in
local coordinates.

Fix a local parametrization ¢: U — S at p € S of an oriented surface S C R?
with Gauss map N: S — S2. If v = v10; + v202 € T}, 9, then

(38) Qp(v) = Qp(01)v] — 2(AN,(01), 02)pv1v2 + Qp(D2)v5 -
So it is natural to give the following

DEFINITION 3.25. Let ¢: U — S be a local parametrization of a surface S. The
form coefficients of S with respect to ¢ are the three functions e, f, and g: U — R
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defined by

e(z) = Qu@)(01) = —(dNy()(01),01)p(a) 5
(39) f@) = —(dNg()(01), 02)(a)

9(x) = Qua)(92) = —(ANy(2)(02), 02) ()
for all x € U, where N = 01 A 02/]|01 A O2||, as usual.

REMARK 3.20. Again, this is Gauss’ notation. We shall sometimes also use the
more modern notation e = hiy, f = hi1a = ho1, and g = hos.

REMARK 3.21. By differentiating the identities (N o ¢,0;) =0 for j =1, 2, it
is straightforward to get the following expressions for form coefficients:

0% 0%p 0%
(40) 6_<No<’0’8x%>’f_<NO<p’8xlax2>’g_<No%8x§>'

REMARK 3.22. We have introduced e, f and g as functions defined on U.
However, it will sometimes be more convenient to consider them as functions defined
on ¢(U), that is, to replace them with eo ™!, fo ™! and go ¢!, respectively.
Finally, form coefficients also significantly depend on the local parametrization we
have chosen, as it is easy to verify (see Example 3.32).

REMARK 3.23. Metric and form coefficients depend on the chosen local pa-
rametrization, whereas the Gaussian curvature and the absolute value of the mean
curvature do not, since they are defined directly from the Gauss map, without using
local parametrizations.

Clearly, the form coefficients are (why?) functions of class C*° on U that
completely determine the second fundamental form: indeed, from (38) we get

Qp(v101 + v28) = e(x)v} + 2f (x)v1v2 + g(2)v3

for all p = ¢(z) € p(U) and v101 + v20, € T),S.

Furthermore, (40) can be used to explicitly compute the form coefficients (as
we shall momentarily verify on our usual examples). So, to get an effective way for
computing principal, Gaussian and mean curvatures it will suffice to express them
in terms of metric and form coefficients. Remember that principal, Gaussian and
mean curvatures are defined from the eigenvalues of dVp,; so it may be helpful to
try and write the matrix A € My 2(R) representing dNV, with respect to the basis
{01,02} using the functions E, F, G, e, f and g. Now, for all v = v19; + v20a,
w = w101 + w202 € T,,S, we have

e f U1 E F vy |
[n wsl g |ve = (AN (v), w)p =~ [un wy F G‘A va|’
from this it follows (why?) that
e fl_|E F
¢ fl-- ’ H G’A.
Now, r gl the matrix that represents a positive definite scalar product with re-

spect to a basis; in particular, it is invertible and has positive determinant EG — F2.
So we have proved the following
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PropPOSITION 3.8. Let ¢: U — S be a local parametrization of a surface
S C R*, and set N = 9y A Da/)|01 A Da. Then the matriz A € Myo(R) repre-
senting the endomorphism dN with respect to the basis {01,002} is given by
-1

A= ai; a2 _ EF F (& f
o lazr aza| F G I g
(41) B 1 eG— fF fG—gF
EG—-F2|fE—eF gE—fF|"
In particular, the Gaussian curvature is given by
eg — f*
42 K =det(d) = ———
(42) et(4) = oot
the mean curvature is given by
1 leG—-2fF +gFE
4 H=—ztr(d))=-——+——"
(43) 5t(A) = s —F=—F >
and the principal curvatures by
(44) kio=H++VH?-K.

REMARK 3.24. If ¢p: U — S is a local parametrization with F' = f = 0 the
previous formulas become simpler:

eg 1 /e g e g
K= ) Hzf(i 7)7 k:—7 ko = = .
EG SAVoRe TE "Ta
We may now compute the various curvatures for our usual examples.
EXAMPLE 3.30. In the plane we have e = f = g = 0, no matter which param-
etrization we are using, since the second fundamental form is zero everywhere. In
particular, the principal, Gaussian and mean curvatures are all zero everywhere.

ExaMPLE 3.31. For the right circular cylinder with the parametrization of
Example 3.3 we havee = —1l and f =¢g=0,s0 K =0, H = —-1/2, k; = —1, and
ko = 0.

EXAMPLE 3.32. We have seen in Example 3.25 that on the sphere oriented as in
Example 3.17 we have ), = —I,,. This means that for any parametrization the form
coefficients have the same absolute value and opposite sign as the corresponding
metric coefficients. In particular, K =1, H = —1 and ky = ko = —1.

EXAMPLE 3.33. Let U C R® be an open set, h € C=(U), and ¢: U — R?
the local parametrization of the graph I'j, given by ¢(x) = (Jc,h(m)) Recalling
Examples 3.2 and 3.19 we get

e= 1 o F= 1 0h 1 @
1+ [VA|? 0x7’ 1+ [[VA|2 0z10z2 g 1+ |[Vh|2 023
hence,
1
= detH
K TESNIBE det Hess(h) ,
1 9%h oh |2 92h on 12
H = — ——— | [1+]|=— ~ 14| ==
21+ VAP ax%< |5 )*mg( * |,

_,_Oh_ Oh oh
83318332 8951 8332 '
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EXAMPLE 3.34. For a helicoid parametrized as in Example 3.5, we easily find
f=a/\/a’>+y?>ande=g=0, so

2

a a
K=——F—=, H=0, kio=2——.
(a% + y2)? 1,2 a2 + 12
ExaMPLE 3.35. For a catenoid parametrized as in Example 3.6, we find e = —a,
f=0and g =a, so
1 1
K=——F———, H=0, kio=f—-5—.
a2 cosh® x b2 acosh® x

ExAMPLE 3.36. Let S be a surface of revolution, parametrized as in Exam-
ple 3.7. The form coeflicients are then given by

_ a/ﬂﬂfﬂ/a” , fEO’ - Ozﬂ/ .
(a')? + (B')? (@) +(8)?
Recalling Remark 3.24, we get
,BI(O/ﬁ” _ B/O//) 7o a(a’ﬂ” _ 5/0//) +ﬁ’((a’)2 + (6/)2)
a((e)? +(37)° 20((a')? + (87)2)""
-V -1 /

il 5
((@)2+(8)?) a((@)? +(8)?)
If the generatrix of S is parametrized by arc length, these formulas become quite
simpler: by differentiating &? + 82 = 1 we get &éd + 88 = 0, and so

L AR TR
a’ 2a ’

/2 -

ki =af — Ba, k=

Q.

EXAMPLE 3.37. Let o: (7/2,7) — R® be the upper half of the tractrix given
by
. t
o(t) = (smt, 0, cost + log tan 2) ;
see Problem 1.3. The surface of revolution S obtained by rotating the tractrix
around the z-axis is called pseudosphere; see Fig. 7 (and Exercise 2.18). By using
the previous example, it is easy to find (see also Problem 3.8) that the pseudosphere
has constant Gaussian curvature equal to —1.

REMARK 3.25. The plane is an example of surface with constant Gaussian
curvature equal to zero, and spheres are examples of surfaces with positive constant
Gaussian curvature (Exercise 3.27). Other examples of surfaces with zero constant
Gaussian curvature are cylinders (Exercise 3.26). The pseudosphere, on the other
hand, is an example of a surface with negative constant Gaussian curvature but,
unlike planes, cylinders, and spheres, it is not a closed surface in R®. This is
not a coincidence: it is possible to prove that closed surfaces in R® with negative
constant Gaussian curvature do not exist (Hilbert’s Theorem). Moreover, it is also
possible to prove that spheres are the only closed surfaces with positive constant
Gaussian curvature, and that planes and cylinder are the only closed surfaces with
zero constant Gaussian curvature.
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F1cUure 7. The pseudosphere

3.6. Gauss’ Theorema egregium

The goal of this section is to prove that the Gaussian curvature is an intrinsic
property of a surface: it only depends on the first fundamental form, and not
on the way the surface is immersed in R®. As you can imagine, it is an highly
unexpected result; the definition of K directly involves the Gauss map, which is very
strongly related to the embedding of the surface in R®. Nevertheless, the Gaussian
curvature can be measured staying within the surface, forgetting the ambient space.
In particular, two isometric surfaces have the same Gaussian curvature; and this
will give us a necessary condition a surface has to satisfy for the existence of a
similitude with an open subset of the plane.

The road to get to this result is almost as important as the result itself. The
idea is to proceed as we did to get Frenet-Serret formulas for curves. The Frenet
frame allows us to associate with each point of the curve a basis of R?; hence it is
possible to express the derivatives of the Frenet frame as a linear combination of the
frame itself, and the coefficients turn out to be fundamental geometric quantities
for studying the curve.

Let us see how to adapt such an argument to surfaces. Let ¢: U — S be a local
parametrization of a surface S C R®, and let N: o(U) — S? be the Gauss map
of (U) given by N = 91 A 02/|01 A O2||, as usual. The triple {01, 02, N} is a basis
of R? everywhere, and so we may express any vector of R® as a linear combination
of these vectors. In particular, there must exist functions I’?j, hij, a;j € C=(U)
such that

&y 1 2
? J
O(N o)
(46) ———— = a1;01 + a0z,
6$j J J

for i, 7 = 1, 2, where in last formula there are no terms proportional to IV because
IN|| = 1 implies that all partial derivatives of N o ¢ are orthogonal to N. Note
further that, by Theorem 3.4, the terms I';; and h;; are symmetric with respect to
their lower indices, that is, I';; = I}, and hj; = hyj forall i, j, r=1, 2.



3.6. GAUSS’ THEOREMA EGREGIUM 111

We already know some of the functions appearing in (46). For instance, since
O(N o ¢)/0x; = dN,(0;), the terms a;; are just the components of the matrix
A that represents dN, with respect to the basis {01,02}, and so they are given
by (41). The terms h;; are known too: by (40) we know that they are exactly the
form coefficients (thus the notation is consistent with Remark 3.20). So the only
quantities that are still unknown are the coefficients I'j;.

DEFINITION 3.26. The functions I';; are the Christoffel symbols of the local
parametrization ¢.

We proceed now to compute Christoffel symbols. Taking the scalar product of
(45) with 0y and 0y (i = j = 1) yields

(47)
62(,0 1 0 1 0F
1 2 _ /7 = —— = -5
8% 9 0% JOF 10F
Fr! 2 ={== = - T 01, 201y
11 +G 11 <8x%782> axl <81,82> <617 61’181'2> 61.1 28$2
Analogously, we find
1
EF%Q +FF%2 = *aiE )
) 106
1
FTi, + GI%, = 207,
and
pry, 4 prs, = OF 196
) Vo 1
1
FT}y 4 GT5, = 3925 "

These are three square linear systems whose matrix of coefficients has determinant
EG — F?, which is always positive; so they have a unique solution, and it can be
expressed in terms of metric coefficients and of their derivatives (see Exercise 3.57).

REMARK 3.26. Note that, in particular, the Christoffel symbols only depend
on the first fundamental form of S, and so they are intrinsic. As a consequence,
any quantity that can be written in terms of Christoffel symbols is intrinsic: it only
depends on the metric structure of the surface, and not on the way the surface is
immersed in R3.

REMARK 3.27. We explicitly remark, since it will be useful later on, that if the
local parametrization is orthogonal (that is, if F¥ = 0) the Christoffel symbols have
a particularly simple expression:

O T N ¥
T2 __i@E T2 _FQ_L(()*G Q_LBG
W™ 9Goxs " 127 72T 2G0T TP 2G0xy

Let us see now the value of the Christoffel symbols in our canonical examples.

ExampLE 3.38. By Example 3.1, we know that the Christoffel symbols of the
plane are zero everywhere.
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ExaMPLE 3.39. The Christoffel symbols of the right circular cylinder param-
etrized as in Example 3.3 are identically zero too.

ExAMPLE 3.40. The Christoffel symbols of the local parametrization of the

sphere (P(l',y) = (LU,y7 V 1— 22— y2> are

2

1 z 1l 7Y
Fll_l_xQ_ygv FIZ_F21_1_x2_y2a
oo 2=a) e y(—y?)
22 1_x2_y27 11 1—$2—y2,

2 2
2 _ 12 Ty 2 y(1 —a°)
F12_F21_171,27y2’ F22_171,27y2'

On the other hand, the Christoffel symbols of the other local parametrization of
the sphere 1(0,1) = (sin 6 cos ¢, sin 0 sin ¢, cos #) given in Example 3.4 are

i, =0, TIi,=T3,=0, I3, =—sinfcosh,

cosf 9

F%lzov F%2:F§1: 22=0.

sinf ’

EXAMPLE 3.41. Let U C R? be an open set, h € C®(U), and ¢: U — R?
the local parametrization of the graph I'j given by ¢(z) = (33, h(x)) Recalling
Example 3.2 we get

oo (Oh/)dz1)(0*h/)dx?) ol (Oh)dz1)(0%*h/)dx10x)
1 1+ ||Vh|?2 otz a2l 1+ || VA2 ’

o (0h/dz1)(0*h/)dx3) e (Oh)0x2)(0*h)0x3)
2 1+ ||Vh|2 N 1+ ||Vh|?2 ’

e 2 (Oh)dx2)(0?h)dx10x) 5 (Oh)0x2)(0%h/0x3)
2= = 1+ | VA2 oo 1+ ||Vh|?2

EXAMPLE 3.42. The Christoffel symbols of the helicoid parametrized as in
Example 3.5 are

Yy
a2+y2’
4, =—y, I'%,=7%=0, T3,=0.

FhEOv F%2:F%1: F%QEO,

ExaMPLE 3.43. The Christoffel symbols of the catenoid parametrized as in
Example 3.6 are

sinh x sinh x
Fh:ia F%erélzoa F§2:*77
coshx cosh x
sinh x
F%1£07 F%2:F§1:75 5250~
coshx

EXAMPLE 3.44. We conclude with the Christoffel symbols of a surface of rev-
olution parametrized as in Example 3.7:

! 1 1 Q1 !
1 oo+ p'p 1 1 1 oo

= I'i,=1I5,=0 Iy=——"————,
TR B e N CO R (O

a/
F%lzov 1“%2:1“31:5, F§250~
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Now, unlike what happened for curvature and torsion, the Christoffel symbols
cannot be chosen arbitrarily; they must satisfy some compatibility conditions. To
find them, let us compute the third derivatives of the parametrization.

As for the second derivatives, there exist functions A7, Bijx € C°°(U) such
that 59

égﬁgﬁﬁg::A%k&;+A%gb4—BUﬂV.
Again by Theorem 3.4 we are sure that the functions A, and B;jj, are symmetric
in the lower indices. In particular,

(52) A:Jk = A;dc = zrkj and Bijk = Bjik = Bikj
for all i, j, k, r=1, 2.

To compute the expression of A7, and Bjj,, we differentiate (45) and then
insert (45) and (46) in what we find. We get

or” Oh.
ik = ﬁ + F;kfzﬁ + F?kF% + hjkari , Bijr = F}khil + F?khiz + Bﬂi‘ )
Recalling that A7, — A;ik =0, we find, for all 7, j, k, r = 1, 2 the fundamental
Gauss’ equations:

ng _ ar;k
8.’&' 8$j

2
+ Z(ijrfs —T3.0%,) = —(hjrari — hirar;) .

s=1

(53)

Before examining what can be deduced from the symmetry of B;jx, note an
important consequence of Gauss’ equations. If we write (53) for ¢ = r = 1 and
j =k =2 (see Exercise 3.58 for the other cases), we get

2

ory, or}
axzf - axlj + ;(FSQF%S - i2rés) = —(h22a11 — h12a12)
_ (eg— G _
EG—p2 oK

Since, as already remarked, the Christoffel symbols only depend on the first funda-
mental form, we have proved the very famous Gauss’ Theorema Egregium:

THEOREM 3.5 (Gauss’ Theorema Egregium). The Gaussian curvature K of a
surface is given by the formula

1 [ory, ark

2
(54) K= |52 - 0 3 rart, - rhar)

s=1

In particular, the Gaussian curvature of a surface is an intrinsic property, that is,
it only depends on the first fundamental form.

As a consequence, two locally isometric surfaces must have the same Gaussian
curvature:

_ COROLLARY 3.2. Let F': S — S be a local isometry between two surfaces. Then
KoF = K, where K is the Gaussian curvature of S and K is the Gaussian curvature
of S. More generally, if F is a similitude with scale factorr > 0 then KoF = r2K.

PRrROOF. It immediately follows from Theorem 3.5, Proposition 3.1, the defini-
tion of similitude, and Exercise 3.11. [
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REMARK 3.28. Warning: there exist maps F': S — S that satisfy K o F = K
but are not local isometries; see Exercise 3.41.

As a consequence of Corollary 3.2, if a surface S is locally isometric to (or, more
in general, has a similitude with) a portion of a plane, then the Gaussian curvature
of S is zero everywhere. Hence, there is no local isometry between a portion of a
sphere and a portion of a plane, because the sphere has Gaussian curvature positive
everywhere while the plane has zero Gaussian curvature: anguished cartographers
have to accept that it is not possible to draw a geographical map that preserves
distances, not even scaled by some factor.

One last consequence of Theorem 3.5 is another explicit formula for computing
the Gaussian curvature:

LEMMA 3.3. Let ¢: U — S be an orthogonal local parametrization of a surface
S. Then

PO A W )
~ 2VEG | 022 \VEG 0z 0x1 \VEG 011 .
PROOF. If we substitute (50) in (54), we get
Kk o— L[| 9 (1oGy_ 0 (10F) 1 0GOE
o G 8%1 2F 6%1 6%2 2F 8:]52 4F? (9(131 8:]51
L 0GOE 1 (OEN" 1 (0G\’
4EG 6%2 8$2 4E2 61'2 4EG (9{1,‘1
1 ( oG 8E> OF 1 0°FE

4E?2G2 " zy | Oxy ) Ozy  2EG 922
oL (GOF  OG) 0G 1 G
4E2G? 0x1 dzr1 ) 0x1  2EG 02

1 {5 <1E’E)+3<13G)}
B 2VEG | Ox2 \ VEG 0x2 0x1 \VEG 01 '
O

We close this chapter by completing the discussion of (52). The condition
Biji — Bjir, = 0 yields, for all 4, j, k =1, 2 the Codazzi-Mainardi equations:

2
s s Ohir,  Ohjg
(55) Z(ij'his - Fikhjs) = o, - agi :

s=1

Though less important than Gauss’ equations, the Codazzi-Mainardi equations can
be nonetheless very useful when studying surfaces.

Summing up, if ¢ is a local parametrization of a regular surface the coordinates
of  have to satisfy the systems of partial differential equations (45)—(46), whose
coefficients depend on the metric and form coefficients E, F, G, e, f and g, which
in turn satisfy the compatibility conditions (53) and (55). Conversely, it is possible
to prove the fundamental theorem of the local theory of surfaces (also known as
Bonnet’s theorem), which basically says that functions E, F', G, e, f and g with
E, G, EG — F? > 0 and satisfying (53) and (55) are locally the metric and form
coefficients of a regular surface, unique up to a rigid motion of R3.

We conclude with two definitions which will be useful in the exercises of this
chapter.
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DEFINITION 3.27. Let S C R? be an oriented surface, and denote by N: S — $2
its Gauss map. A line of curvature of the surface S is a curve o in S such that &
is always a principal direction.

DEFINITION 3.28. Let S € R? be an oriented surface, and denote by N: S — S2
its Gauss map. An asymptotic direction at p € S is a versor v € T},S such that
Qp(v) = 0. An asymptotic curve of the surface S is a curve o in S such that ¢ is
always an asymptotic direction.

REMARK 3.29. Since by exchanging orientations the second fundamental form
just changes sign, and since each surface is locally orientable, the notions of principal
direction, asymptotic direction, line of curvature, and asymptotic curve are well
defined for every surface, not just orientable ones.
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Guided problems

Notation. From this section onwards, we shall use the following convention for
writing partial derivatives: if ¢: U — R is a function of class C* (with k > 2)
defined in an open set U C R? with coordinates (u,v), we shall denote the partial
derivatives of ¢ by

0 0
Oy = e , Py = e ) for first order derivatives;
ou ov
8230 62<p 82

¥ ..
_—, = ——, for second order derivatives.
Judw T T Bo2

An analogous notation will sometimes be used for partial derivatives of functions
of more than 2 variables, or for higher-order derivatives.

@uu:wa(puv—

DEFINITION 3.P.1. If ¢: U — S is a local parametrization of a surface .S, and
we denote by (u,v) the coordinates in U, then a u-curve (respectively, a v-curve)
is a coordinate curve of the form u — ¢(u,vg) (respectively, v — p(ug, v)).

PROBLEM 3.1. Let S C R® be the surface of equation z = zy?.

(i) Determine the first fundamental form of S and its metric coefficients.

(ii) Determine the second fundamental form @ of S.

(iii) Prove that K < 0 everywhere, and that K = 0 only for the points of S
with y = 0.

(iv) Prove that (0,0,0) is a planar point of S.

(v) Determine the principal directions in the points of S with zero Gaussian
curvature.

(vi) Prove that the curves o1, o2: R — S given by

3t

o1(t) = (wo +t,y0,20 +tyd) and oo(t) = (e'zo, e yo,e 3 2g)

are asymptotic curves passing through (zo, yo, 20) € S for all xg, yo € R.

SOLUTION. (i) Let ¢: R? — S be the parametrization o(u,v) = (u, v, uv?) of S
seen as a graph. Then

01 = pu = (1,0,0?) , 02 = ¢, = (0,1, 2uv) ,
and so the metric coefficients are given by
E={(0,,01)=1 +0t, F= (01,02) = 2uv® , G = (0y,05) = 1+ 4u*v? .
In particular, EG — F? = 1 + v* + 4u?v?; moreover, the first fundamental form is
L) (V101 + v207) = Ev% + 2Fvivg + Gv%
= (1 +oM? + duvdvivg + (1 + du®v?)vd .

(ii) To determine the form coefficients e, f and g, we shall use (40). First of
all, note that
Ou N @y = (=02, —2uv, 1) ,
u /\ v ]‘
N= PulPo (—v?, —2uw,1) ;
leu Aol V140t + 4ue?

moreover, the second-order partial derivatives are

Puu = (O»an) y  Puv = (Oa 0, 2”) ) Pov = (0’07 2“) :
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Then,
e = (N,puu)=0,
2v
= Nv uv) — 5
/ (N, o) V1 + vt + 4u20?
2u
= N7 vv) — .
g (N, Qo) T
In particular, eg — f2 = —4v%/(1 + v* + 4u?v?), and the second fundamental form
is given by
Qp(u,v) (V101 +v202) = ev +2f vivs + g vl
4v 2u
= 1V2 +

2
v v
V14 vt + 4u20? V1 + vt + 4u20? 2

(iii) The previous computations yield
Ko 9 12 _ —40?
EG—-F? (1+0v*+4u?v?)?’
So K is always nonpositive, and is zero if and only if v = 0, which is equivalent to
y=0.
(iv) Since (0,0,0) = ©(0,0), and e = f = g = 0 in the origin, it follows that
(0,0,0) is a planar point.

(v) Recall that the matrix A representing the differential of the Gauss map
with respect to the basis {¢,, @, } is given by

e -1 G —Flle f
EG-F2|-F E||f g
So in this case we have
-2 —2uv* v+ 2ud

(14 vt +4u202)3/2 v +0°  u—w?
In particular, when v = y = 0 we get
0 0
0 —2u
and so the principal directions coincide with the coordinate directions.
(vi) First of all,
o1(t) = p(zo +t,0) and  oa(t) = (etzg, e *yo) ,

so they actually are curves in S. Differentiating, we get

ai(t) = (1,0,45) = pu(o +t,%0) ,

ab(t) = (e'zg, —2e *yg, —3e 3 2)

= c'mopu(e’zo, e yo) — 2 yopy (e mo, e yp) .

Recalling the expression we found for the second fundamental form, we obtain
Q(o1(t)) =0 and Q(o%(t)) =0, and so oy and o3 are asymptotic curves. O

A:

)

PROBLEM 3.2. Let S € R® be the regular surface with global parametrization
@: R* = R? given by ¢(u,v) = (u,v,u® — v?).
(i) Determine the metric coefficients of S with respect to (.
(ii) Determine a Gauss map for S.
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(iii) Compute the second fundamental form and the Gaussian curvature of S.
(iv) Let 0: I — S be a curve with 0(0) = O € S. Prove that the normal
curvature of o at the origin belongs to the interval [—2,2].

SoLuTION. (i) Differentiating we find
O =, = (1,0,2u) , 02 =, = (0,1, —20) ;
so the metric coefficients of ¢ are given by
E=1+4u®, F=—4w, G=1+4>.
(ii) It is enough to consider
Pu N Py 1

N = = (—2u,2v,1) .
lou A gl VAu2 + 402 +1

(iii) The second-order partial derivatives of ¢ are
Ouuw = (0,0,2) ,  wup =(0,0,0) and ¢, = (0,0,-2);
so the form coefficients of ¢ are
2 -2
CE= —F—F— ) f = 0 ) g = )
Viau? +4v? + 1 Vidu? 4 402 + 1

and the second fundamental form is given by

2(vf —v3)
VauZ + 402 +1°

Qcp(u,v) (Ulal + U282) = 6’0% + 2f V102 + gvg =

Moreover,

o 99— _ —
EG - F?  (4u? + 402 4 1)2

is always negative, and so all the points of S are hyperbolic.

(iv) We know that the normal curvature of o is given by the second fundamental
form computed in the tangent versor of o, and that the second fundamental form
of S at the origin O = (0,0) is given by Qo (v101 +v202) = 2(v? — v3). Moreover,
if U(O) = 1)1(91 + 1)282 then

1=16(0)]|* = E(0,0)v} + 2F(0,0)v,v2 + G(0,0)v3 = v} +v3 .
In particular, we may write v; = cosf and vy = sin 8 for a suitable 6 € R; hence,
1n(0) = Qo (&(0)) = 2(cos® § — sin® 0) = 2 cos(20) € [-2,2],
as claimed. 0

DEFINITION 3.P.2. A point p of a surface S is called umbilical if dN, is a
multiple of the identity map on 7,S. In other words, p is umbilical if the two
principal curvatures in p coincide.

PROBLEM 3.3. Prove that an oriented surface S consisting entirely of umbilical
points is necessarily contained in a sphere or in a plane (and these are surfaces
consisting only of umbilical points; see Examples 3.16 and 3.17).

SOLUTION. By assumption, there exists a function A: S — R such that we
have dN,(v) = A(p)v for all v € T,S and p € S, where N: S — S? is the Gauss
map of S. In particular, if ¢ is a local parametrization we have

(N o) (N o)

Txl = dN(al) = ()\ o 30)81 y and 87@ = dN(82) = (}\ o 90)52 .
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Differentiating again we get

P(Noy) _ 9oy) e
8$285€1 o 8$2 81 + ()\ ° SO) 8.132(9331 ’
P(Noy) _ 9oy) >y
81;16332 - (9.T1 82 + ()\ ° SD) 8.%‘16352 ’
and so
(Ao ) IAop) o _
81'2 81 8121 82 =0

But 0y and J; are linearly independent; therefore this implies

dAop) _ 0(Aow) _
8.132 o 8l‘1 -

that is A o ¢ is constant.

So we have proved that A is locally constant: being S is connected, A is constant
on all S. Indeed, choose pg € S and put R = {p € S | A(p) = A(po)}. This set
is not empty (pg € R), it is closed since A is continuous, and is open because A is
locally constant; so by the connectedness of S we have R = S, that is, A is globally
constant.

If A = 0, the differential of the Gauss map is zero everywhere, that is, N is
everywhere equal to a vector Ny € S2. Choose pg € S, and define h: S — R by
setting h(q) = (g — po, No). If ¢: U — S is an arbitrary local parametrization of S,
we have

d(ho )
6$j
for j =1, 2. It follows that h is locally constant, and so it is constant by the same
argument as above. Since h(pg) = 0, we get h = 0, which means exactly that S is
contained in the plane through py and orthogonal to Ny.
If instead A = \g # 0, let ¢: S — R® be given by q(p)=p— /\O_IN(p). Then

= <8J No> =0

. 1 . 1.
dg, = 1df)\—0de = 1df/\—0/\0 id=0,

therefore ¢ is (locally constant and thus) constant; denote by gy the value of ¢, that
is, ¢ = qo. Hence p — qo = )\o_lN(p), and so

IP=-
0

VpeS [P — a0
In other words, S is contained in the sphere of center gy and radius 1/|Ag|, and we
are done. ([

PROBLEM 3.4. When are the coordinate lines lines of curvature? Let
©: U — S C R? be a local parametrization of a regular surface S, and assume
that no point of ¢(U) is umbilical. Prove that all the coordinate curves are lines of
curvature if and only if F' = f = 0.

SOLUTION. Saying that the coordinate curves are always lines of curvature is
equivalent to saying that the coordinate directions are always principal directions,
and this in turn is equivalent to saying that the matrix A representing the differ-
ential of the Gauss map in the basis {p,, v, } is always diagonal.
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Now, recalling (41), we immediately see that if FF = f =0 then A is diagonal,
so, in this case, the coordinate curves are always curvature lines (even when there
are umbilical points).

Conversely, assume that the coordinate lines are lines of curvature. This means
that the vectors ¢, and ¢, are principal directions; in particular, since no point is
umbilical, ¢, and ¢, are orthogonal, and so F' = 0. Now, the off-diagonal entries
of A are —f/G and — f/FE; since they have to be zero, we get f = 0, as claimed.
Notice that in umbilical points all directions are principal, and so coordinate curves
are always lines of curvature at umbilical points. (Il

PROBLEM 3.5. Let S be an oriented surface, and N: S — S? its Gauss map.

Prove that a curve o0: I — S is a line of curvature if and only if, having set
N(t) = N(o(t)), we have N'(t) = A(t)o’(t) for a suitable function A\: I — R of
class C°. In this case, —A(t) is the (principal) curvature of S along o’ (t).

SOLUTION. It suffices to remark that

d(Noo)
dNU(t) (U/(t)) = dt (t) = N/(t) )
so o’ (t) is an eigenvector of dN, 4 if and only if N'(t) = A(t)o’(t) for some A(t) € R.

O

PROBLEM 3.6. Characterization of the lines of curvature. Let S C R? be
an oriented surface, p: U — S a local parametrization, and let o: I — ¢(U) be a
regular curve with support contained in ¢(U), so we can write o(t) = ¢ (u(t),v(t)).
Prove that o is a line of curvature if and only if

(FE = eF)(u')? + (gE — eG)u'v' + (gF — fG)(v')? =

SOLUTION. By definition, we know that o is a line of curvature if and only if
dN, ) (0'(t)) = A(t)o’(t) for a suitable function X of class C*°. Now it suffices to
use Proposition 3.8 for expressing dN, ) (¢'(t)), and eliminate A from the system
of equations given by dN,)(c’(t)) = A(t)o’(t), recalling that o'(t) # O always
because o is regular. O

PROBLEM 3.7. Characterization of asymptotic curves. Let ¢: U — S be
a local parametrization of an oriented surface, and let o: I — ¢(U) be a regular
curve with support contained in p(U), so we can write o (t) = (u(t),v(t)). Prove
that o is an asymptotic curve if and only if

e(u)? +2fu'v + g(v')*=0.
In particular, deduce that the coordinate curves are asymptotic curves (necessarily
in a neighborhood of a hyperbolic point) if and only if e = g = 0.

SOLUTION. By definition, a curve ¢ is an asymptotic curve if and only if
o(t) (0’(t)) = 0, where @), is the second fundamental form at p € S. Since
o'(t) = v @, + v ¢,, where ¢, = 91 and ¢, = 0 are computed in o(t), the
assertions immediately follows recalling that the form coefficients e, f, g represent
the second fundamental form in the basis {01, 02} g

PROBLEM 3.8. Let S C R® the (upper half of the) pseudosphere obtained by
rotating around the z-axis the (upper half of the) tractrix o: (7/2,7) — R® given
by

o(t) =(sint, 0, cost + log tan(t/2)) ;
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see Exercise 2.18 and Example 3.37. In particular, S is the support of the immersed
surface ¢: (7/2,7) x R — R® given by

t
o(t, 0) = <sintcos 6,sintsin 0, cost + log tan 2) .

(i) Determine the Gauss map N: S — S? induced by ¢.
(ii) Determine the differential AN of the Gauss map and the Gaussian curva-
ture of S.
(iii) Determine the mean curvature of S.

SOLUTION. (i) To determine the Gauss map of S we compute, as usual, the
partial derivatives of the parametrization:

01 = @ = cost(cosf,sinf, cotant) , Oy = g = sint(—sind,cosb,0) .
Hence, 1 A pp = cost(—cost cosf, —cost sind,sint) and ||¢: A pg|| = cost, and so
N(p(t,0)) = (—costcost, —costsinb,sint) .

(ii) To determine the differential AN, at p = ¢(t,6) € S, we use the fact that
dNp(¢r) = O(N 0 ) /0t and AN, () = O(N o ¢)/00. We find that

dNp(¢r) = sint (cosf,sin b, cotant) = (tant) ¢, , dN,(pe) = —(cotant)py .
So the matrix representing dV,, with respect to the basis {¢¢, pg} is

tant 0
A= 0 —cotant|’
in particular, K = det(A) = —1, as claimed in Example 3.37. Incidentally, S

is called “pseudosphere” exactly because it has constant — even if negative —
Gaussian curvature, like the usual sphere.

(iii) It suffices to notice that the mean curvature is given by

1 1 1
H = —5tr(d) = =5 (tant + cotant) = — = .

O

PrOBLEM 3.9. Compute the Gaussian curvature and the mean curvature of the
ellipsoid S = {(x,y,2) € R | 22 + 4y> 4+ 922 = 1} without using local parametriza-
tions.

SOLUTION. Since S is the vanishing locus of the function h: R* — R given by
h(z,y,z) = 2% +4y? + 922 — 1, Corollary 3.1 tells us that a Gauss map N: S — S?
of S is

N(z,y,2) = a(z,y, 2)(x,4y,92) ,
where a: S — R is the function a(z,y, 2) = (22 4 16y> + 8122)~'/2. Moreover, the
tangent plane at p = (xo, Yo, 20) is given by
T,S = {(v1,v2,v3) € R? | zov1 + 4yove + 9zpvs = 0} .
The Jacobian matrix of N seen as a map from R*\ {O} to R? is

o+ Ty, Ty, To,
J = 4yoay, 4o + 4yay dya, ;
9zay, 9za, 9a + 9za,
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SO
U1 U1 Zo
dNp(v1,v2,v3) = J |v2| = a(p) |4va| — a3(:r0v1 + 16ypv2 + 8129v3) |4yo
V3 9’03 92’0

Suppose that xg # 0. A basis B = {w1,ws} of the tangent vectors to S at p is then
given by
w1 = (—920,0,29) and we = (—4yo, zo,0) .
Computing explicitly dN,(w1) and dN,(ws), and writing them as linear combina-
tions with respect to the basis B, we get that the matrix representing dNV, with
respect to B is
9(1 —72a%2%)  —108a’yozo
—288c%ypz0  4(1 — 12a%93)
So, if xg # 0 the Gaussian curvature and the mean curvature are
B 36 _36(xd 4+ yg+28—1)—13
(23 + 16y2 +8122)2 7  2(xd + 16y2 +8122)3/2
note that K is always positive.
We have now found Gaussian and mean curvatures in all points p = (z,y,2) € S
with  # 0. But SN {z = 0} is an ellipse C, and S\ C is an open set dense in
S. Since the Gaussian and mean curvatures are continuous, and the expressions we

have found are defined and continuous on all S, they give the values of K and H
on all S. 0

A=«

PROBLEM 3.10. Let S C R® be a regular surface with a global parametriza-
tion ¢: R x R™ — § whose metric coefficients satisfy E(u,v) = G(u,v) = v
e F(u,v) = 0. Prove that S is not locally isometric to a sphere.

SOLUTION. Since the parametrization is orthogonal, we may use (50) to com-

pute the Christoffel symbols of ¢. We obtain I't; = 0, T}, = —, T}, = 5,
I'?, =0,T3, =0, I3, = . Gauss’ Theorema Egregium 3.5 then implies

! 81_%2 81—‘%2 : s 1 s 1 1
K=z |52 =50+ Ml —Thlh) | = o5

s=1

Hence, K is not constant in any open set of S, and so (Corollary 3.2) S cannot be
locally isometric to a sphere. O

PROBLEM 3.11. Let o: (a,b) — R® be a biregular curve whose support is
contained in the sphere S? with radius 1 and center in the origin of R®. Show that
if the curvature of o is constant then the support of ¢ is contained in a circle.

SOLUTION. We may assume that o is parametrized by arc length; moreover,
remember that if we orient S? as in Example 3.4 we have 0 = N o 0. Since the
support of ¢ is contained in S2, the derivative ¢ is tangent to S2, and so it is
orthogonal to o. Further, by Proposition 3.6 (Meusnier) and Example 3.25, the
normal curvature of ¢ is equal to —1 everywhere, once more because o takes values
in S2. Hence, (35) and (36) imply (o, 71) = —1/k.

Now, 1 = ||a||2 = [{o,&)|2 + |{c, @)|? + | (o, b)|2; since (o,&) = 0 and (o, 7) is a

—

non zero constant, we deduce that (o, b) is a constant too. Hence,
d -

m o T
0= &<Jab> *7T<07n> - ﬁa
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so 7 = 0 and o is plane. But the support of a plane regular curve with constant
curvature is contained in a circle, and we are done. ([

PROBLEM 3.12. Put U = (0,1) x (0,7) and let ¢: U — R* be the map defined
by ¢(u,v) = (u cos v,u sin v, ¢(v)), where ¢ € C*°((0,)) is a homeomorphism
with its image.

(i) Show that the image S of ¢ is a regular surface.
(ii) Compute the Gaussian curvature in every point of S and check whether
there exists an open subset of S that is locally isometric to a plane.

(iii) Give conditions for a point of S to be an umbilical point.

SOLUTION. (i) Note that
01 = @y = (cosv,sinv,0) 02 = @, = (fusinv,ucosv,gﬁ'(v)) ;
hence,
Vu Ay = (¢'(v) sinv, —¢' (v) cosv, u)
is never zero, because its third component is never zero. So the differential of
@ is injective in every point. Moreover, ¢ is injective, and ¢: § — U given by
W(z,y,2) = (V2?2 +y2,¢71(2)) is a continuous inverse of ¢.
(ii) The metric coefficients are E = 1, F = 0 and G = u? + ¢/(v)?, while
o A ool = v/u? + ¢ (v)2. To determine the form coefficients, we compute
Puu = (0,0,0) , @uy = (—sinv,cosv,0), @y = (—ucosv, —usinv, ¢”(v)) ,
and so
_ A v m ' v
B ) N () N
EETIOE RO
In particular,
¢'(v)?
(u?+¢'(v)?)?
Since ¢ is injective, ¢’ cannot be zero on an interval, so K cannot be zero in an
open set. Consequently, no open subset of S can be locally isometric to a plane.

(iii) Recalling (44), which gives the principal curvatures in terms of the mean
and Gaussian curvatures, the relation that characterizes the umbilical points is
H? — K = 0. Using (43), we find that the mean curvature of S is given by

1 ')
ICETIOREEE
and so
1 u2¢//(1})2 N ¢/(U)2
4 +¢'(v)?)? (W +¢(v))?
Hence we have H?> — K = 0 if and only if ¢/(v) = ¢”(v) = 0, and so the umbili-
cal points of S are exactly the points of the form (u €OS Vg, U Sin vg, qb(vo)), where
vg € (0,7) satisfies ¢'(vg) = ¢"(vg) = 0.

H?> - K =

PROBLEM 3.13. Let ¥ = {(z,y,2) € R®|zyz = 1}.
(i) Determine the largest subset S of ¥ such that S is a regular surface.
(ii) Prove that the points (x,y,z) € S such that |z| = |y| = |2] = 1 are
umbilical points of S.
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SoLuTION. (i) Consider the function f: R®* — R given by f(z,y,2) = xyz.
Since Vf = (yz,xz,zy), we find that 1 is a regular value for f, and so ¥ = Sis a
regular surface.

(ii) Let p = (z,y,2) € X. In a neighborhood of p, the surface ¥ is the
graph of the function g: R* x R* — R given by g(x,y) = 1/xy. So we may
take as parametrization of ¥ near p the parametrization of the graph of g given by
o(u,v) = (u, v, g(u, v)) Then, proceeding in the usual way, we find

- 1 - 1 - 1 9 9
a1 - <1a05u2v)782 <0’1,U’U2)7N\/m(v,U7u v )a

1
E:].‘i‘w, sz, G:1+W,
2v 1 2u
€= i f = ) g = )
e e e Y e ey e 1 S PN 7 st S T
B 3utv? ~wv(l + vt + ute?)
(W0 ute?)? T T (U2 o2 utet)3/2 )
K- u?0? (1 + udv? + uto® — uo? — ub® — ute?)
(12 + 02 + utvh)3
In particular, all points of the form (u,v) with |u| = |v| = 1, that is, all points
p € S with |z| = |y| = |z] = 1, are umbilical points. O

PROBLEM 3.14. Let S be an oriented surface in R* and o: R — S a biregular
curve of class C°° that is an asymptotic curve of S. Prove that T,,)S is the
osculating plane to o at o(s) for all s € R.

SOLUTION. We may assume that o is parametrized by arc length. Using the
usual notation, we have to show that the versors i(s) and 7(s) span the plane
T,(s)S tangent to S at o(s); in other words, we have to prove that t(s) and 7i(s) are
orthogonal to the normal versor N (o(s)). Since t(s) € T5(5)S, by definition of a
tangent plane to a surface, it suffices to show that 7i(s) and N (o(s)) are orthogonal.
But by the biregularity of o we know that

(it(s), N(0(5))) = %Qg(s)ws)) —0,

since o is an asymptotic curve. (Il

DEFINITION 3.P.3. Let S C R? be a surface oriented by an atlas A. Then the
atlas A~ obtained by exchanging coordinates in all the parametrizations of A, that
is, p € A” if and only if p o x € A where x(z,y) = (y,z), is called opposite of A.

PROBLEM 3.15. Let S be a surface oriented by an atlas A, and take another
local parametrization ¢: U — S of S, with U connected. Prove that either ¢ has
the same orientation as all local parametrizations of A, or has the same orientation
as all local parametrizations of A~.

SOLUTION. Let N be the normal versor field determining the given orientation,
and {01,02} the basis induced by . Exactly as in the proof of Proposition 3.4,
we find that 91 A 92/||01 A O2]| = £N on ¢(U), with constant sign since U is
connected. So (33) implies that if the sign is positive then ¢ determines the same
orientation of all elements of A, while if the sign is negative it determines the
opposite orientation. O
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PROBLEM 3.16. Let S C R® be a surface in which the absolute value of the
mean curvature is never zero. Prove that S is orientable.

SoLuTION. Let A = {¢,} be an atlas on S such that the domain U, of each
Yq is connected. Using the usual Gauss map N, induced by ., we may define
a mean curvature on ¢, (U,) with a well defined sign, since its absolute value is
never zero and U, is connected. Up to exchanging coordinates in U,, we may then
assume that the mean curvature induced by N, is always positive.

Define now N: S — S? by setting N(p) = N,(p) for all p € ¢,(Uys). To
conclude, it suffices to verify that N is well defined, that is it does not depend
on a. Take p € po(Uy) Npp(Up). If we had N, (p) = —Ng(p), then we would have
N, = —Ng in a whole neighborhood of p; so the mean curvature induced by N,
and the mean curvature induced by Ng would have opposite sign in a neighborhood
of p, against our assumptions. ([l

PROBLEM 3.17. Let p € S be a point of a surface S € R®. Prove that if p is
elliptic then there exists a neighborhood V of p in S such that V'\ {p} is contained
in one of the two open half-spaces bounded by the affine tangent plane p 4 7,S.
Prove that if, on the other hand, p is hyperbolic then every neighborhood of p in .S
intersects both the open half-spaces bounded by the plane p + 1,S.

SOLUTION. Let ¢: U — S be a local parametrization centered at p, and define
the function d: U — R by setting d(z) = {(¢(x) — p, N(p)), where N is the Gauss
map induced by ¢. Clearly, ¢(z) € p+ T,S if and only if d(z) = 0, and ¢(z)
belongs to one or the other of the half-spaces bounded by p + 7,,S depending on
the sign of d(z). Expanding d as a Taylor series around the origin, we get

1 S 9%d

2 £~ O,0x;

d() (O)ziz; + of||z]*)

2
d(0) + Z ;Z(O)xj +35 2
(56) = e(p)z] +2f(p)r122 + g(p)x3 + of||||*)

= Qp(x101 + 2202) + o(||z[?) .

Now, if p is elliptic then the two principal curvatures at p have the same sign and
are different from zero; in particular, @, is positive (or negative) definite. But then
(56) implies that d(z) has constant sign in a punctured neighborhood of the origin,
and so there exists a neighborhood V' C S of p such that all points of V'\ {p} belong
to one of the two open half-spaces bounded by p + T},5.

If, on the other hand, p is hyperbolic, the two principal curvatures in p have
opposite signs and are different from zero; in particular, @), is indefinite. Hence
d(x) changes sign in every neighborhood of the origin, and so every neighborhood
of p in S intersects both the open half-spaces bounded by p + T},5. ([l

PROBLEM 3.18. Osculating quadric to a level surface. Given a func-
tion f € C*(Q) admitting 0 as regular value, where Q C R? is an open set, let
po = (2¢,29,23) € S = f~1(0) be a point of the level surface of f.

(i) Determine a quadric Q passing through py and such that S and Q have
the same tangent plane at py and the same second fundamental form. The
quadric @ is called osculating quadric.

(ii) Show that pg is elliptic, hyperbolic or parabolic for S if and only if it is
for O.
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(iii) Let S be the surface of R? of equation 1 + 23 + 23 + 23 = 0. Using the
osculating quadric, show that the point pg = (-1, 1,1) is hyperbolic.

SOLUTION. Developing f in Taylor series around pg, we find

= Ox;
3
L& o ) ) 2
3 2 Bgoa, PO~ s )+l

Choose as Q the quadric determined by the polynomial

3 3
B of o 1 o f ‘ N o
P =Y G o =)+ 5 3 g o)l = )l = 5).

So f and P have the same first and second derivatives in py. Since the tangent plane
to S (respectively, to Q) at pg is orthogonal to the gradient of f (respectively, P)
at po, and Vf(pg) = VP(py), we immediately find that T,,S = T,,Q. Moreover,
the differential of the Gauss map of S at py only depends on the first derivatives
of Vf at pg, that is, on the second derivatives of f at pg; since P has the same
(first and) second derivatives at pg as f, it follows that the differential of the Gauss
map for S acts on T}, S = T}, Q like the differential of the Gauss map for Q, and
as a consequence S and Q have the same second fundamental form at pg, and pg is
elliptic (hyperbolic, parabolic) for S if and only if it is for Q.
In case (iii), the polynomial P is

P(x)=4(z1 4+ 1)+ 2(z2 — 1) +3(z3 — 1) = 3(z1 + 1)2 + (23 — 1)% + 3(25 — 1)%.

The theorem of metric classification for quadrics (see [2, Vol. I, p. 163]) tells us that
the quadric @ is obtained by a rigid motion from a one-sheeted hyperboloid. Since
all points of Q are hyperbolic (see Exercise 3.54), py is hyperbolic for S too. ]

DEFINITION 3.P.4. A surface S C R is ruled if there exists a family {ry}rer of
disjoint open line segments (or whole straight lines) whose union is S. The lines r)
are called generators (or rulings) of S. A cone is a ruled surface whose generators
all pass through a common point.

PROBLEM 3.19. Let S be a ruled (regular) surface. Show that S does not
contain elliptic points, and as a consequence K < 0 in each point of S.

SOLUTION. By definition, for each point p € S, there is a line segment contained
in S and passing through p. A line segment within a surface always has zero normal
curvature; so every point p € S has an asymptotic direction, which necessarily
implies K (p) < 0. O

PROBLEM 3.20. Tangent surface to a curve. Let o: I — R® be a regular
curve of class C*, with I C R an open interval. The map ¢: I x R — R*, defined
by @(t,v) = o(t) + vo'(t), is called tangent surface to o. Every affine tangent line
to o is called a generator of the tangent surface.

(i) Show that ¢ is not an immersed surface.

(ii) Show that if the curvature x of ¢ is nowhere zero then the restriction
©=¢@|ly: U — R? of ¢ to the subset U = {(t,v) € I x R | v > 0} is an
immersed surface.
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(iii) Show that the tangent plane along a generator of the tangent surface is
constant in S = p(U).

SoLuTION. (i) It suffices to prove that the differential of ¢ is not injective
somewhere. Since p; = ¢’ + v’ and ¢, = o', we have ¢; A ¢, = v’ Ao’. So,
using the expression (13) of the curvature of a curve in an arbitrary parameter, we
find

lee Aull = [ol llo"]Pk -
In particular, the differential of ¢ is not injective when v = 0.
(ii) More precisely, we have proved that the differential of ¢ is injective in (¢,v)
if and only if v # 0 and k() # 0, and so ¢ is an immersed surface.
(iii) It is sufficient to remark that the direction of the vector ¢y Ay, is orthogonal

to the tangent plane to S at the required point. Since this direction does not depend
on v, the tangent plane is constant along a generator of S. (Il

Exercises

FIRST FUNDAMENTAL FORM

3.1. Determine the metric coefficients and the first fundamental form for the
regular surface with global parametrization op(u,v) = (u, v, u* + v*).

3.2. Let S C R? be the surface with global parametrization ¢: RT x Rt — R?
given by ¢(u,v) = (ucosv,usinv,u). Prove that the coordinate curves of ¢ are
orthogonal to each other in every point.

3.3. Let S C R? be the catenoid, parametrized as in Problem 2.1. Given r € R,
let 0: R — S be the curve contained in the catenoid defined by o(t) = ¢(t,7t).
Compute the length of o between t = 0 and t = tg, using the first fundamental
form of S.

3.4. Let o: RT x (0,27) — R® be the local parametrization of the one-sheeted
cone S C R? given by ¢(u,v) = (ucosv,usinv,u). Given 8 € R, determine the
length of the curve o: [0,7] — S expressed by o(t) = (et ctan(B)/V2 ),

3.5. Let S C R? be a regular surface with local parametrization ¢ (u, v) whose
metric coeflicients satisfy £ =1 and F' = 0. Show that the coordinate v-curves cut
each u-curve in segments of equal length.

3.6. Determine the metric coefficients of the unit sphere $2 € R® with respect
to the parametrization found by using the stereographic projection (see Exercise
2.4).

3.7. Determine the first fundamental form of the zy-plane minus the origin,
parametrized by polar coordinates.

ISOMETRIES AND SIMILITUDES

3.8. Find two surfaces S; and Ss such that S; is locally isometric to S5 but S
is not locally isometric to Sj.
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3.9. Determine for which values of a, b € R the surface
Sap={(2,y,2) ER® | 2 = az® + by’}
is locally isometric to a plane.

3.10. Let 0 = (01,02): R — R? be a regular plane curve parametrized by arc
length. Let S € R? be the right cylinder on o parametrized by

(P(U, U) = (01 (U), 02(u)7 U) .
Prove that S is locally isometric to the cylinder of equation 2 + 3% + 2z = 0.

3.11. Let H: S — S be a similitude with scale factor r > 0. Given a local
parametrization p: U — S, put g = Hog and let E, F, G (respectively, E, F, G)

be the metric coefficients with respect to ¢ (respectively, ¢). Prove that £ = r?E,
F =7r%F and G = r2G.

ORIENTABLE SURFACES

3.12. Let o, 7: R — R? be the trajectories, parametrized by arc length, of two
points that are moving subject to the following conditions:
(a) o starts at o(0) = (0,0,0), and moves along the z-axis in the positive
direction;
(b) 7 starts at 7(0) = (0, a,0), where a # 0, and moves parallel to the positive
direction of the z-axis.
Denote by S C R? the union of the straight lines passing through o(t) and 7(¢) as
t varies in R.

(i) Prove that S is a regular surface.

(ii) Find, for every point p € S, a basis of the tangent plane T,,S.
(iii) Prove that S is orientable.

3.13. Let S C R® be a surface oriented by an atlas A = {@,}. Given p € S and
a basis {vi,v2} of T),S, prove that {vi,v2} is a positive basis of T},S if and only if it
determines on 7},S the same orientation as the basis {91,a|p, 02,a|p} for all ¢, € A
such that p belongs to the image of ¢,

3.14. How many orientations does an orientable surface admit?

3.15. Determine a normal versor field for the surface S in R? with global param-
etrization ¢: R* — R® given by o(u,v) = (e¥, u + v,u), and compute the angle
between the coordinate curves.

3.16. Determine a normal versor field for the surface S in R® of equation
z = e*¥. Find for which values of A, p € R the vector (X,0,u) is tangent to S
at po = (0,0, 1).

3.17. Let S € R® be a surface oriented by an atlas A, and let A~ be the
opposite of A. Prove that A~ is also oriented, and that all ¢ € A and ¢~ € A~
with intersecting images determine opposite orientations.
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SECOND FUNDAMENTAL FORM

3.18. Prove that if S is an oriented surface with dN = O then S is contained
in a plane.

3.19. Let S be a regular level surface defined by F(x,y, 2) = 0, with F' € C>°(U)
and U C R® open. Show that, for all p € S, the second fundamental form Qp is

the restriction to 7,5 of the quadratic form on R? induced by the Hessian matrix
Hess(F)(p).

3.20. Consider the surface in R® parametrized by ¢(u,v) = (u,v,u? + v?).
Determine the normal curvature of the curve t — o(t2,t) contained in it.

3.21. Determine the normal curvature of a regular curve o whose support is
contained in a sphere of radius 3.

PRINCIPAL, GAUSSIAN AND MEAN CURVATURES

3.22. Let 0: I — R?® be a biregular curve parametrized by arc length, and
assume there is M > 0 such that x(s) < M for all s € I. For all ¢ > 0 let
©°: I x (0,27) — R® be given by

©°(s,0) = o(s) +ecosfn(s) +esinfdb(s).

(i) Prove that if e < 1/M then dgg is injective for all z € I x (0, 27).

(ii) Assume that there exists € > 0 such that ¢ is globally injective and a
homeomorphism with its image, so that it is a local parametrization of
a surface S° = ¢°(I x (0,27)). Find a normal versor field on S¢, and
compute the Gaussian and mean curvatures of S€.

(iii) Prove that for any interval [a,b] C I there exists € > 0 such that the
restriction »°|(4.5)x (0,2x) is globally injective and a homeomorphism with
its image.

3.23. Let p: R — R be a C* function, and let ¢: R x (0,27) — R® be given

by
©(2,0) = (p(z) cos b, p(z) sin b, z).
(i) Prove that ¢ parametrizes a regular surface S if and only if p is nowhere
zero.

(ii) When S is a surface, write using p the first fundamental form with respect
to the parametrization ¢, and compute the Gaussian curvature of S.

3.24. Let S C R? be the paraboloid of revolution of equation z = 22 + y2.

(i) Compute the Gaussian and mean curvatures of S at each point.
(ii) Compute the principal directions of S at the points of the support of the
curve o: R — S given by

o(t) = (2cost,2sint,4) .

3.25. Prove that H? > K always on an orientable surface S. For which points
p € S does equality hold?

3.26. Prove that cylinders have Gaussian curvature equal to zero everywhere.
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3.27. Prove that the Gaussian curvature of a sphere with radius R > 0 is
K = 1/R?, while its mean curvature (with respect to the usual orientation) is
H=-1/R.

3.28. Let 0 = (01,02): R — R? be a regular plane curve parametrized by arc
length. Let S € R® be the right cylinder on o parametrized by

<P(Ua ’U) = (01 (u)a 02 (u)a U) .
Find the curvatures and the principal directions of S as functions of the curvature x
of o.

3.29. Denote by S C R? the subset
S={(z,y,2) eR* | (1 +z)” —y* - 22 =0} .
(i) Prove that T = SN {(x,y,2) € R® | 2 > 0} is a regular surface.

(ii) Prove that S is not a regular surface.
(iii) Compute the Gaussian curvature and the mean curvature of T'.

3.30. Let S C R? be a surface, and H C R?® a plane such that C = HN S is
the support of a regular curve. Assume moreover that H is tangent to S at every
point of C. Prove that the Gaussian curvature of S' is zero at each point of C.

3.31. Let S C R® be an orientable surface, and let N be a normal versor field
on S. Consider the map F: S x R — R? defined by F(p,t) =p+tN,.
(i) Show that F' is smooth.
(ii) Show that the differential dF' is singular at the point (p,t) if and only if
—1/t is one of the principal curvatures of S at p.

3.32. Prove that a surface with Gaussian curvature positive everywhere is nec-
essarily orientable.

3.33. Let ¢: R? — R? be given by
o(u,v) = (e cosv, e’ cosu, v) .
(i) Find the largest ¢ > 0 such that ¢ restricted to R x (—c¢,c¢) is a local
parametrization of a regular surface S C R3.
(ii) Prove that the Gaussian curvature of S is nowhere positive.

(Hint: use the well-known formula K = (eg — f?)/(EG — F?), without explicitly
computing eg — f2.)

3.34. Let ¢: U — S be a local parametrization of a surface S C R?, and let N
be the Gauss map induced by . Show that we have N, A N, = K (¢, A ,), where
K is the Gaussian curvature.

3.35. Let o: [a,b] — R? be a regular closed curve of class C>°. Assume that
the support of o is contained in the ball with center in the origin and radius r.
Show that there exists at least one point where o has curvature at least 1/r.

3.36. Let 0: R — R? be aregular curve of class C°°. Assume that the curvature
of o is greater than 1/r at every point. Is it true that the support of o is contained
in a ball of radius r?
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F1GURE 8. Enneper’s surface

LINES OF CURVATURE

3.37. Let ¢: R* — R? be the immersed surface (Enneper’s surface; see Fig. 8)
given by
u? v3
o(u,v) = (u— 3 +uv?, v — 3 + vu?, u? —v2> .
(i) Prove that a connected component S of p(R*)\ ({zx =0} U{y =0}) is a
regular surface.

(ii) Show that the metric coefficients of S are F =0, E = G = (1 +u? +v?)2
(iii) Prove that the form coefficients of S are e =2, g = =2, f = 0.
(iv) Compute the principal curvatures of S at each point.

(v) Determine the lines of curvature of S.

3.38. Let S C R® be an oriented surface with Gauss map N: S — S2, and
take p € S.

(i) Prove that a vector v € T),S is a principal direction if and only if
(dN,(v) Av,N(p)) = 0.

(ii) If S = f~1(a) is a level surface at a regular value a € R for some function
f € C>®(R?) prove that a vector v € T,S is a principal direction if and
only if
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3.39. Assume that two surfaces in R® intersect along a curve o in such a way
that the tangent planes form a constant angle. Show that if o is a line of curvature
in one of the two surfaces it is a line of curvature in the other surface too.
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ISOMETRIES, AGAIN

3.40. Let ¢: (0,27) x (0, 27) — R® be the global parametrization of the surface
S c R? given by

o(u,v) = ((2+ cosu) cos v, (2 + cosu) sinv,sinu) .

(i) Determine the metric and form coefficients.
(ii) Determine the principal curvatures and the lines of curvature.
(iii) Determine whether S is locally isometric to a plane.

3.41. Let ¢, ¢: RT x (0,27) — R? be given by
o(u,v) = (ucosv,usinv,logu), P(u,v) = (ucosv,usinv,v) ;

the image S of ¢ is the surface of revolution generated by the curve (¢,logt), while
the image S of @ is a portion of an helicoid. Prove that K o ¢ = K o ¢, where K
(respectively, K) is the Gaussian curvature of S (respectively, S), but that ¢o@~!
is not an isometry. Prove next that S and S are not locally isometric. (Hint: in
these parametrizations K depends on a single parameter, which can be determined
in the same way in both surfaces. Assuming the existence of a local isometry, write
the action on the coefficients of the first fundamental form: since the conditions
imposed by the equality on these coefficients cannot be satisfied, the local isometry

cannot exists. )

ASYMPTOTIC CURVES

3.42. Let S C R? be the surface with global parametrization : R* — R? given
by p(u,v) = (u,v,uv).
(i) Determine the asymptotic curves of S.
(ii) Determine the values the curvature of the normal sections of S takes at
the origin.

3.43. Let o be a regular curve of class C™ on a surface S in R®. Show that if
o is an asymptotic curve then the normal to o is always tangent to S.

3.44. Let S be a regular surface in R>.

(i) Show that if £ is a line segment contained in S then £ is an asymptotic
curve for S.

(ii) Show that if S contains three distinct line segments passing through a
given point p € S then the second fundamental form of S at p is zero,
that is, p is a planar point.

3.45. Determine the asymptotic curves of the regular surface (see also Exer-
cise 3.1) with global parametrization p(u,v) = (u,v,u* + v*).

3.46. Let p be a point of a regular surface S C R3. Assume that at p there are
exactly two distinct asymptotic directions. Show that there exist a neighborhood
U of pin S and two maps X, Y: U — R? of class C™ such that for all ¢ € U the
vectors X (¢) and Y (q) are linearly independent and asymptotic tangent vectors to
S at gq.
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ELLIPTIC, HYPERBOLIC, PARABOLIC, PLANAR AND UMBILI-
CAL POINTS

3.47. Characterization of umbilical points. Show that a point p of a
regular surface S is umbilical if and only if, in a local parametrization of S, the
first and the second fundamental form are equal. In particular, show that, when
the form coefficients are different from zero, the point p is umbilical if and only if

and that in this case the normal curvature equals x,, = E/e.

3.48. Let S be the graph of the function f(z,y) = 2*+y*. Prove that the point
O € S is planar and that S lies within one of the two closed half-spaces bounded
by the plane TpS.

3.49. Find the umbilical points of the two-sheeted hyperboloid of equation

2y 22

2 2
3.50. Find the umbilical points of the ellipsoid

22y 22

3.51. Let S be a connected regular surface in which every point is planar. Show
that S is contained in a plane.

3.52. Let S be a closed, connected regular surface in R®. Show that S is a
plane if and only if through every point p of S (at least) three distinct straight lines
lying entirely in S pass.

3.53. Let S be the graph of the function f(z,y) = x® — 3yz (this surface is
sometimes called monkey saddle). Show that the point O € S is planar and that
every neighborhood of O in S intersects both the open half-spaces bounded by the
plane TpS.

3.54. Let Q be a quadric in R® such that Q is a regular surface but not a plane
(see Problem 2.4).
(i) Show that Q has no parabolic points.
(ii) Show that if Q has a hyperbolic point then all points of Q are hyperbolic.
(iii) Conclude that if Q has an elliptic point, then all points are elliptic.
(iv) Determine which quadrics have only hyperbolic points and which quadrics
have only elliptic points.

3.55. Determine whether the origin O is an elliptic, hyperbolic, parabolic or
planar point in the surface of equation
(i) 2 —ay=0;
(i) 2 —y? —2* =0;
(iii) z+y+z—a?—y?—23=0.

GAUSS’ THEOREMA EGREGIUM
3.56. Compute the Christoffel symbols for the polar coordinates of the plane.
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3.57. Prove that the Christoffel symbols can be computed using the following

formula:
2

1 g Ogi;  0gi
rk - 2 kl i j _ 99ij
K 2 ;g aLL'j + aLL'Z‘ (31‘1 ’
where g11 = E, g12 = g21 = F, go2 = G, and (g%) is the inverse matrix of matrix
(9i5)-

3.58. Check that the equations (53) written for the other possible values of i,
j, k and r are either trivially satisfied, or a consequence of the symmetry of the
Christoffel symbols, or equivalent to (54).

3.59. Let E be the ellipsoid of equation
Lo, 2,15
43: +y° + 92 =3.
(i) Compute the Gaussian curvature K and the principal directions of E at
the point p = (2,1,3) € E.
(ii) Compute the integral of the Gaussian curvature K on the intersection of
E with the octant

Q=A{(z,y,2) | >0,y >0,z >0} .

3.60. Check that the compatibility conditions that are a consequence of the
identity 0?(N o) /0z;0x; = 8?(N o)/0z;0x; are either always satisfied or equiv-
alent to (55).

CONFORMAL MAPS

DEFINITION 3.E.1. Amap H: S; — S5 of class C™ between two surfaces in R3
is conformal if there exists a function \: S; — R* of class C*° nowhere vanishing
such that

(dHp(v1), dHp(v2)) 1) = A* (D) (01, v2)
for all p € S; and all vq, v € T,,S;1. The map H is locally conformal at p if there
are neighborhoods U; of p in S; and Uy of H(p) in Sy such that the restriction of
H|y,: Uy — Us is conformal. Two surfaces Sy and Sy are conformally equivalent
if there exists a conformal diffeomorphism H: S; — Ss. Finally, S; is locally
conformal to Sy if for all p € S; there exist a point ¢ € Sy and a conformal
diffeomorphism between a neighborhood of p in S; and a neighborhood of ¢ in Ss.

3.61. Show that the stereographic projection (see Exercise 2.4) is a conformal
map.

3.62. Prove an analogue of Proposition 3.1 for conformal maps: Let S, S ¢ R?
be two surfaces. Then S is locally conformal to S if and only if for every point p € S
there exist a point p € S, an open set U C R?, a function \ € C°(U) nowhere zero,
a local parametrization ¢: U — S of S centered at p, and a local parametrization
@: U — SofS centered at p such that E = )2E, F = X\2F and G = \2G, where

E, F, G (respectively, E, F, G) are the metric coefficients of S with respect to ¢
(respectively, of S with respect to @).

DEFINITION 3.E.2. A local parametrization of a surface S is called isothermal
ifE=GeF=0.
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3.63. Prove that two surfaces both having an atlas consisting of isothermal local
parametrizations are locally conformal. (Remark: It is possible to prove that every
regular surface admits an atlas consisting of isothermal local parametrizations; as
a consequence, two regular surfaces are always locally conformal.)

3.64. Let ¢: U — S be a isothermal local parametrization. Prove that
Alog G

Puu + Doy = 2EHN 5 and that K = — IE R

where A denotes the Laplacian.

RULED SURFACES

DEFINITION 3.E.3. A conoid in R? is a ruled surface in R® whose rulings are
parallel to a plane H and intersect a straight line ¢. The conoid is said to be right
if the line ¢ is orthogonal to the plane H. The line ¢ is called axis of the conoid.

3.65. Show that the right helicoid parametrized as in Problem 2.2 is a right
conoid.

3.66. Let S C R? be a right conoid having rulings parallel to the plane z = 0
and the z-axis as its axis. Prove that it is the image of a map ¢: R? — R? of the
form

o(t,v) = (veos f(t),vsin f(t),t)
where f: R — R is such that f(¢) is a determination of the angle between the ruling
contained in z = t and the plane y = 0. Prove that the map ¢ is an immersed
surface if f is of class C'*°.

3.67. Prove that the cylinders introduced in Definition 2.P.3 are ruled surfaces.

3.68. Given a regular curve o: I — R? of class C°, and a curve : I — 52 of
class C™ on the sphere, let ¢: I x R* — R? be defined by

(57) o(t,v) =o(t) +vv(t) .

Prove that ¢ is an immersed surface if and only if ¥ and ¢’ 4+ v¥’ are everywhere
linearly independent. In this case, ¢ is called a parametrization in ruled form of its
support S, the curve o is called base curve or directriz, and the lines v — ¢(tg,v)
are called (rectilinear) generators of S.

3.69. Let S C R? be the hyperbolic paraboloid of equation z = 22 — 32.

(i) Find two parametric representations in ruled form (see Exercise 3.68) of
S, corresponding to two different systems of generators.

(ii) Determine the generators of the two systems passing through the point
p=(1,1,0).

3.70. Prove that the tangent plane at the points of a generator of the (non-
singular part of the) tangent surface (see Problem 3.20) to a biregular curve C
coincides with the osculating plane to the curve C' at the intersection point with
the generator.

3.71. Let o: I — R? be a regular plane curve of class C, parametrized by arc
length, with curvature 0 < x < 1. Let ¢: I x (0,27) — R® be the immersed surface

given by ¢(t,v) = o(t) + cosv7i(t) + b(¢).
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(i) Determine the Gaussian curvature and the mean curvature at every point
of the support S of ¢.
(ii) Determine the lines of curvature at each point of S.

3.72. Let 0: I — R® be a biregular curve of class C*°, parametrized by arc
length, and let ¢: I x (—¢,¢) — R® be the map given by ¢(s,\) = o(s) + Mi(s).
(i) Show that, when e is small enough, ¢ is a global parametrization of a
surface S, called normal surface of o.
(ii) Show that the tangent plane to S at a point of o is the osculating plane
to o.

MINIMAL SURFACES

DEFINITION 3.E.4. A surface S C R? is minimal if its mean curvature vanishes
everywhere.

3.73. Prove that there are no compact minimal surfaces.

3.74. Let ¢p: U — S be a global parametrization of a surface S. Given
h € C>®(U), the normal variation of ¢ along h is the map p": U x (—¢,¢) — R?
defined by
¢ (x,t) = p(x) + th(z)N (p(2)) ,
where N: ¢(U) — S? is the Gauss map induced by .
(i) Prove that for every open set Uy C U with compact closure in U there
exists an € > 0 such that <ph|U0X(_€7€) is an immersed surface.
(ii) Let R C U be a regular region, and A%: (—¢,e) — R the function defined
by A%(t) = Area(¢"(R)). Prove that A% is differentiable at zero and that

h
%(0) - —/h ShH dv .
o™ (R)
(iii) Prove that ¢(U) is minimal if and only if
dAh,
At
for every h € C*°(U) and every regular region R C U.

(0) =0

3.75. Prove that the catenoid is a minimal surface, and that no other surface
of revolution is minimal.

3.76. Prove that the helicoid is a minimal surface. Conversely, prove that if
S c R? is a minimal ruled surface whose planar points are isolated then S is a
helicoid. (Hint: Exercise 1.61 can help.)

3.77. Prove that Enneper’s surface (see Exercise 3.37) is minimal where it is
regular.

3.78. Let S C R? be an oriented surface without umbilical points. Prove that
S is a minimal surface if and only if the Gauss map N: S — S? is a conformal map.
Use this result to construct isothermal local parametrizations on minimal surfaces
without umbilical points.
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